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Foreword

The primary objective of Department of Defense (DoD) acquisition is to acquire quality products
that satisfv user needs with measurable improvements to mission capability and operational
support in a timely manner, and al a fair and reasonable price. This gwde suppors that
objective. Tt addresses reliability, availability, and maintainability (RAM) as essential clements
of mission capahility. Lt focuses on what can be donc as part of a robusl systems engineering
process to achieve satisfactory levels of RAM, successlully demonstrate them during operational
test and evaluation, and sustain them through the system’s life cycle.

The Guide supports the DoD’s fundamental principles and procedurcs as documented in DoD
Directive 5000.1 and DoD Instruction 5000.2, and the discretionary best practices in the Defense
Acquisition Guidebook. Operations and Acquisition professionals should use this guide as a
reference source supporting their management and technical responsibilities.

RAM capabilities are achieved through a collaboration of skilled people and organizations, with
a clear mission and goal, armed with the right supporting information, adequately resourced,
using effective technical tools and systems engineering management activities, and developing
the necessary documentation at each product stage, throughout the acquisition process.

This Guide [ocuses on the four key steps necessary for building systems with the required levels
of RAM:

Understand and document user needs and constraints,

Design and redesign for RAM,

Produce reliable and maintainable systems, and

Monitor field experience and sustain RAM performance.

ol b =

Chapter 1 introduces RAM, what it is, why it is important, current RAM problems in the DoD,
and activities appropriate to achieving satisfactory levels. It concludes with a guide for senior
management. Chapter 2 provides an overview of the four-step model for achicving RAM.
Chapter 3 focuses on Step | including RAM metrics, joint capabilities integration and
development, and pre-acquisition activities. Chapter 4 focuscs on Step 2 and scopes successful
approaches for designing-in reliability and mamtainability. Chapter 5 focuses on Step 3 and
expands this discussion through the testing, production and ficlding of capabilities. Chapter 6
focuses on Step 4 and addresses methods for sustaining RAM through the operational life and
providing lessons learned for the following generation of capabilities. Throughout the document,
the guide also highlights the integration of RAM activities with the defense acquisition
management framework, the joint capabilities integration and development system, and the
systems engineering lechnical reviews.

We encourage its wide spread use in the acquisition, testing, and supporting of defense systems.
We also ask for your feedback on its utility by contacting our Office of Primary Responsibility,
OUSD{AT&L)DS/SE/ED via ATL-ED@OSD.MIL.

J.M(/xféw:{_, JUN 2 0 2005

David W. Duma
Acting Director . -
Operational Test & Evaluation Acquisition, Technology, and Logistics

i



RAM Guide: Table of Contents

Chapter 1 - Reliability, Availability, Maintainability, and the Department of Defense

1.1 — Introduction 1-1
1.2 - RAM Defined 1-1
1.2.1 — Reliability 1-1
1.2.2 — Availability 1-1
1.2.3 — Maintainability 1-1
1.2.4 — Factors Affecting RAM 1-1
1.3 — Importance of RAM 1-2
1.3.1 — Readiness 1-2
1.3.2 — System Safety 1-2
1.3.3 — Mission Success 1-3
1.3.4 — Total Ownership Cost 1-3
1.3.5 — Logistics Footprint 1-3
1.4 — The Current RAM Problem with Military Systems 1-3
1.5 — The Steps to Achieving Satisfactory RAM 1-6
1.5.1 — Step 1: Understand and Document User Needs and Constraints 1-7
1.5.2 — Step 2: Design and Redesign for RAM 1-9
1.5.3 — Step 3: Produce Reliable and Maintainable Systems 1-14
1.5.4 — Step 4: Monitor Field Performance 1-16
1.6 — Senior Management’s Role 1-17
Chapter 2 — Achieving RAM in Military Systems
2.1 — Introduction 2-1
2.2 - Step 1: Understand and Document User Needs and Constraints 2-6
2.2.1 — Mission and Goals for Step 1 2-7
2.2.2 — Organizations and People for Step 1 2-8
2.2.3 — Supporting Information for Step 1 2-8
2.2.4 —Tools and Activities for Step 1 2-9
2.2.5 — Outputs and Documentation for Step 1 2-14
2.3 — Step 2: Design and Redesign for RAM 2-14
2.3.1 — Mission and Goals for Step 2 2-15
2.3.2 — Organizations and People for Step 2 2-16
2.3.3 — Supporting Information for Step 2 2-17
2.3.4 —Tools and Activities for Step 2 2-17
2.3.5 — Outputs and Documentation for Step 2 2-22
2.4 — Step 3: Produce Reliable and Maintainable Systems 2-23
2.4.1 — Mission and Goals for Step 3 2-23
2.4.2 — Organizations and People for Step 3 2-24
2.4.3 — Supporting Information for Step 3 2-24
2.4.4 —Tools and Activities for Step 3 2-24
2.4.5 — Outputs and Documentation for Step 3 2-26
2.5 — Step 4: Monitor Field Experience 2-27
2.5.1 — Mission and Goals for Step 4 2-27
2.5.2 — Organizations and People for Step 4 2-28
2.5.3 — Supporting Information for Step 4 2-28

2.5.4 — Tools and Activities for Step 4 2-29

1



RAM Guide: Table of Contents

2.5.5 — Outputs and Documentation for Step 4 2-30
2.6 — Acquisition Framework and Program Integration 2-30
2.6.1 — Current Process for Defining User Needs 2-30
2.6.2 — Current Acquisition Framework 2-31

Chapter 3 — Understand and Document User Needs and Constraints

3.1 — Introduction 3-1
3.2 — Missions and Goals 3-3
3.2.1 — General Considerations in Developing Metrics 33
3.2.2 — Reliability Metrics 3-4
3.2.3 — Maintainability Metrics 3-7
3.2.4 — Availability Metrics 3-8
3.3 — Organizations and People 3-13
3.4 — Supporting Information 3-14
3.5 — Tools and Activities 3-14
3.5.1 — Development of a Conceptual System 3-15
3.5.2 — Consideration of COTS versus New Development 3-18
3.5.3 - Representative System Model Construction 3-19
3.5.4 — Perform Preliminary RAM Assessment 3-19
3.5.5 — Formulate RAM Rationale 3-22
3.5.6 — Construct Preliminary RAM Program Plan 3-25
3.5.7 — RAM Case Development 3-29
3.5.8 — Initial Technical Review (ITR) 3-31
3.5.9 — Alternative System Review (ASR) 3-32
3.5.10 — System Requirements Review (SRR) 3-32
3.5.11 — Integrated Baseline Review (IBR) 3-32
3.6 — Outputs and Documentation 3-32

Chapter 4 — Design and Redesign for RAM

4.1 — Introduction 4-1
4.2 — Mission and Goals 4-1
4.3 — People and Organizations 4-2
4.4 — Supporting Information 4-2
4.4.1 — Input Information 4-2
4.4.2 — Developed Information 4-3
4.5 — Tools and Activities 4-3
4.5.1 — Develop RAM Program Plan 4-3
4.5.2 — RAM Design and Development Techniques 4-6
4.5.3 — Technical Reviews 4-71
4.6 — Outputs and Documentation 4-73

Chapter 5 — Produce Reliable and Maintainable Systems

5.1 — Introduction 5-1
5.2 — Mission and Goals 5-1
5.3 — People and Organizations 5-3

5.4 — Supporting Information 5-4

i1



RAM Guide: Table of Contents

5.4.1 — Input Information 5-4
5.4.2 — Developed Information 5-4
5.5 — Tools and Activities 5-5
5.5.1 — Develop Production RAM Program Plan 5-5
5.5.2 — Provide Contractual Incentives and Contractor Oversight 5-5
5.5.3 — Plan and Conduct Operational Test and Evaluation 5-7
5.5.4 — Participate in RAM Related ECP and Diagnostic Software Reviews 5-10
5.5.5 — Environmental Stress Screening 5-11
5.5.6 — Highly Accelerated Stress Screens 5-12
5.5.7 — Lot Acceptance Testing 5-13
5.5.8 — Production Reliability Assurance Testing 5-14
5.5.9 — Continuation of Growth/TAFT 5-16
5.5.10 — Continued Maintenance/Maintainability Demonstration and Evaluation 5-16
5.5.11 — Continued RQT and Acceptance Testing 5-17
5.5.12-DCACAS 5-17
5.5.13 — Quality and Quality Control Techniques 5-18
5.5.14 — System Verification Review (SVR) 5-19
5.5.15 — Production Readiness Review (PRR) 5-19
5.5.16 — Operational Test Readiness Review (OTRR) 5-20
5.5.17 — Physical Configuration Audit (PCA) 5-20
5.6 — Outputs and Documentation 5-20

Chapter 6 — Monitor Field Performance

6.1 — Introduction 6-1
6.2 — Mission and Goals 6-1
6.2.1 — Manage the RAM Sustainment Program 6-2
6.2.2 — Identify RAM Problems and Prioritize Solutions 6-2
6.2.3 — Identify Opportunities for Improving RAM 6-4
6.2.4 — Provide Lessons Learned to the Acquisition and Capability Development

Community 6-5
6.3 — People and Organizations 6-6
6.4 — Supporting Information 6-7
6.5 — Tools and Activities 6-7
6.5.1 — Data Collection, Analysis, and Corrective Action System (DCACAS) 6-8
6.5.2 — Failure Modes and Effects Analysis 6-13
6.5.3 — Reliability Growth Testing/Test-Analyze-Fix-Test 6-13
6.5.4 — Life Data Analysis 6-13
6.5.5 — Field Assessment and System Trending 6-14
6.5.6 — Repair Strategy 6-15
6.5.7 — Reliability Centered Maintenance (RCM) 6-15
6.5.8 — Condition-Based Maintenance (CBM) 6-17
6.5.9 — Parts Obsolescence and Diminishing Manufacturing Sources 6-18
6.5.10 — In-Service Review (ISR) 6-18
6.6 — Outputs and Documentation 6-19

Appendices

v



RAM Guide: Table of Contents

Appendix A — Proposals and Contracts A-1
Appendix B — Software Reliability B-1
Appendix C — Reliability Growth Management

C.1 — Reliability Maturation Metrics for Failure Mode Coverage and Fix

Effectiveness C-1

C.2 — Reliability Growth Tracking C-3
C.3 — Reliability Projection C-9
C.4 — Reliability Growth Planning C-17
Appendix D — Field Assessment and System Trending D-1
D.1 — Point Process Models D-2
D.2 — Homogeneous Poisson Process (HPP) D-4
D.3 — Non-Homogeneous Poisson Process (NHPP) D-4
D.4 — Trend Analysis of System Failure Data D-6
D.5 — Plotting Cumulative Failures vs. Cumulative Operation Time D-6
D.6 — Laplace Test Statistic D-7
Glossary of Acronyms G-1

References

Chapter 1 R-1
Chapter 2 R-1
Chapter 3 R-3
Chapter 4 R-4
Chapter 5 R-7
Chapter 6 R-7
Appendix A R-8
Appendix B R-8
Appendix C R-9
Appendix D R-10




RAM Guide: Chapter 1 — RAM and the Department of Defense

Chapter 1  Reliability, Availability, Maintainability, and the Department of Defense
1.1 Introduction

The primary objective of Department of Defense (DoD) acquisition is to acquire quality products
(systems) that satisfy user needs with measurable improvements to mission capability and
operational support in a timely manner, and at a fair and reasonable price.' This guide supports
that objective. It addresses reliability, availability, and maintainability (RAM) as essential
elements of mission capability. It focuses on what can be done to achieve satisfactory levels of
RAM and how to assess RAM. This chapter introduces RAM, what it is, why it is important,
current RAM problems in the DoD, and activities appropriate to achieving satisfactory levels.
These topics are developed further in subsequent chapters.

1.2 RAM Defined

RAM refers to three related characteristics of a system and its operational support: reliability,
availability, and maintainability.

1.2.1 Reliability

Reliability is the probability of an item to perform a required function under stated conditions for
a specified period of time. Reliability is further divided into mission reliability and logistics
reliability. For further information see Sections 3.2.2 and 4.4.8.

1.2.2 Availability

Availability is a measure of the degree to which an item is in an operable state and can be
committed at the start of a mission when the mission is called for at an unknown (random) point
in time. Availability as measured by the user is a function of how often failures occur and
corrective maintenance is required, how often preventative maintenance is performed, how
quickly indicated failures can be isolated and repaired, how quickly preventive maintenance
tasks can be performed, and how long logistics support delays contribute to down time.

1.2.3 Maintainability

Maintainability is the ability of an item to be retained in, or restored to, a specified condition
when maintenance is performed by personnel having specified skill levels, using prescribed
procedures and resources, at each prescribed level of maintenance and repair.

1.2.4 Factors Affecting RAM

Many factors are important to RAM: system design; manufacturing quality; the environment in
which the system is transported, handled, stored, and operated; the design and development of
the support system; the level of training and skills of the people operating and maintaining the
system; the availability of materiel required to repair the system; and the diagnostic aids and

" DoD Directive 5000.1, The Defense Acquisition System, May 12, 2003, Paragraph 4.2, page 2.
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tools (instrumentation) available to them. All these factors must be understood to achieve a
system with a desired level of RAM. During pre-systems acquisition, the most important activity
is to understand the users’ needs and constraints. During system development, the most
important RAM activity is to identify potential failure mechanisms and to make design changes
to remove them. During production, the most important RAM activity is to ensure quality in
manufacturing so that the inherent RAM qualities of the design are not degraded. Finally, in
operations and support, the most important RAM activity is to monitor performance in order to
facilitate retention of RAM capability, to enable improvements in design (if there is to be a new
design increment), or of the support system (including the support concept, spare parts storage,
etc.).

Although significant improvements have been made in increasing the reliability of basic
components such as microelectronics, these have not always been accompanied by
corresponding gains in the reliability of equipment or systems. In some cases, equipment and
system complexity and functionality have progressed so rapidly that they negate, in part, the
increased reliability expected from use of the higher reliability basic component. In other cases,
the basic components have been misapplied or overstressed so that their potentially high
reliability is not realized. In still other cases, program management has been reluctant or unable,
due to program budget shortfalls or highly aggressive schedules, to devote the time and attention
necessary to ensure that the potentially high reliability is achieved. However, in many areas of
the commercial sector, such as the computer, electronic and automotive industries, increased
system complexity has not negated system reliability. In fact, often products with increased
system complexity are provided with increased system reliability. This is an area the defense
sector must also strive to improve.

1.3 Importance of RAM

Achieving specified levels of RAM for a system is important for many reasons, specifically the
affect RAM has on readiness, system safety, mission success, total ownership cost, and logistics
footprint.

1.3.1 Readiness

Readiness is the state of preparedness of forces or weapon system or systems to meet a mission,
based on adequate and trained personnel, material condition, supplies/reserves of support system
and ammunition, numbers of units available, etc. Poor RAM will cause readiness to fall below
needed levels or increase the cost of achieving them. Effective diagnostics helps assure both
system/mission readiness and efficient repair/return to ready status.

1.3.2 System Safety

Inadequate reliability or false failure indications of components deemed Critical Safety Items
(CSI) may directly jeopardize the safety of the user(s) of that component’s system and result in a
loss of life. The ability to safely complete a mission is the direct result of the ability of the CSI
associated with the system reliably performing to design intent.

1-2



RAM Guide: Chapter 1 — RAM and the Department of Defense

1.3.3 Mission success

Inadequate reliability of equipment directly jeopardizes mission success and may result in
undesirable repetition of the mission. The ability to successfully complete a mission is directly
affected by the extent to which equipment needed to perform a given mission is available and
operating properly when needed. Mission aborts caused by false failure indications can have the
same impact as hard failures.

1.3.4 Total Ownership Cost

The concept of Total Ownership Cost (TOC) is an attempt to capture the true cost of design,
development, ownership and support of DoD weapons systems. At the individual program level,
TOC is synonymous with the life cycle cost of the system. To the extent that new systems can
be designed to be more reliable (fewer failures) and more maintainable (fewer resources needed)
with no exorbitant increase in the cost of the system or spares, the TOC for these systems will be
lower.

1.3.5 Logistics Footprint

The logistics footprint of a system consists of the number of logistics personnel and the materiel
needed in a given theater of operations. The ability of a military force to deploy to meet a crisis
or move quickly from one area to another is determined in large measure by the amount of
logistics assets needed to support that force. Improved RAM reduces the size of the logistics
footprint related to the number of required spares, maintenance personnel, and support
equipment as well as the force size needed to successfully accomplish a mission.

1.4 The Current RAM Problem with Military Systems

While the speed, range, firepower, and overall mission performance of weapons systems has
improved dramatically over the years, RAM problems have persisted. RAM problems slow the
development and fielding of systems, drive up the total ownership cost, and degrade operational
readiness and mission accomplishment at the strategic, operational and tactical levels. New
complex digital designs have increased software development and integration issues and the
importance of integrated diagnostics.

A number of studies and reports indicate that the problems are not limited to a few systems; they
often arise in the initial definition of requirements; and they have a significant impact on the
DoD budget. RAM data collection and analysis are part of the problem.

A study” of some defense systems provides an example of the breadth of the reliability problem
(Figures 1-1 and 1-2). Data came from operational tests of systems from 1985-1990 and 1996-
2000, respectively. The percentage of systems meeting reliability requirements decreased from
41 percent to 20 percent.

? Reliability Performance Today, presented at ATEC/PEO C3T Day, AEC R&M Directorate, 27 Jul 01.
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’ MTB_ means mean time between _ (where is failure, critical failure, etc). FOTE: Follow-On Test and
Evaluation, OT II: Operational Test II, IOTE: Initial Operational Test and Evaluation, DT/OT: Developmental
Test/Operational Test

* LUT: Limited User Test, FOT: Follow-On Test, IOT: Initial Operational Test
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In both periods (1985-1990 and 1996-2000), a large percentage of systems failed to meet needed
levels of operational reliability. Further, the trend worsened. As a result, DoD conducted a
series of studies on these programs to determine the causes. They concluded’ that defense
contractor reliability design practices may not routinely be consistent with best commercial
practices for accelerated testing, simulation-guided testing, and process certification and control.
Physics-of-failure approaches with physics-based computer-aided design tools may not have
been used on a regular basis. A Failure Modes, Effects, and Criticality Analysis (FMECA) and a
Failure Reporting, Analysis, and Corrective Action System (FRACAS) were generally not
effective in correcting problem failure modes. A FRACAS generally is effective only if a
technical Failure Analysis Program is funded and implemented. In addition, DoD found that
inadequate testing was conducted at the component and system level. Testing time was limited,
and sample sizes were too small. Component stress testing was frequently inadequate or not
conducted. Proper accelerated life testing was rarely accomplished. Adequate Reliability
Program Plans that provided a roadmap to realization of reliability program objectives and
requirements were lacking as well.

A 2003 General Accounting Office (GAO) analysis reported that persistent low readiness rates
and costly maintenance problems contribute to increases in the total ownership cost of DoD
systems’. The GAO report offered several reasons: 1) weapons system requirements focused on
technical performance, with little attention to operations and support (O&S) costs and readiness,
especially early in development; 2) using immature technologies to meet performance goals
weakened the ability to design weapon systems with high reliability; and 3) there was limited
collaboration among organizations charged with requirements setting, product development, and
maintenance.

Another study, by the National Academy of Sciences, recommended improvements to data
collection and analysis to confront RAM problems: “The Department of Defense and the military
services should give increased attention to their reliability, availability, and maintainability data
collection and analysis procedures because deficiencies continue to be responsible for many of
the current field problems and concerns about military readiness.”” The study also recommended
“Military reliability, availability, and maintainability testing should be informed and guided by a
new battery of military handbooks . . ..”®

In summary, these studies and the corporate experience of the DoD over the past decade suggest
the following reasons why systems fail to achieve RAM requirements:

o Poorly defined or unrealistically high RAM requirements.

> Conclusions of the studies were published in two papers: a. AEC-AMSAA paper, "Making Reliability a Reality"
published in the Army AL&T magazine in March 2003, and b. AEC-AMSAA paper, "Five Key Ways to Improve
Reliability" published in the RAC Journal in 2Q 2003.

® GAO final report; BEST PRACTICES: Setting Requirements Differently Could Reduce Weapon Systems’ Total
Ownership Costs; February 11, 2003; [GAO Code 120092/GA0O-03-057]

"Statistics, Testing, and Defense Acquisition: New Approaches and Methodological Improvements, Michael L.
Cohen, John B. Rolph, and Duane L. Steffey, Editors, National Academy Press, Washington D.C., 1998.

¥ This Guide does not fully replace DoD 3235.1H (the RAM Primer) which will continue to be available to users at
http://www.dtic.mil/whs/directives/corres/html/32351h.htm. It should be used with caution because the limitations
associated with the concepts and techniques presented are not clearly defined in the Primer.
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o Lack of priority on achieving R&M

o Too little engineering for RAM. Among engineering process failures, these stand out:
Failure to design-in reliability early in the development process.
Inadequate lower level testing at component or subcomponent level.
Reliance on predictions instead of conducting engineering design analysis.
Failure to perform engineering analyses of commercial-off-the-shelf (COTS)
equipment.
Lack of reliability improvement incentives.
Inadequate planning for reliability.
Ineffective implementation of Reliability Tasks in improving reliability.
Failure to give adequate priority to the importance of Integrated Diagnostics (ID)
design influence on overall maintainability attributes, mission readiness, maintenance
concept design, and associated LCC support concepts.
Unanticipated complex software integration issues affecting all aspects of RAM.
Lack of adequate ID maturation efforts during system integration.
Failure to anticipate design integration problems where COTS and/or increment
design approaches influence RAM performance.

1.5 The Steps to Achieving Satisfactory RAM

The key to developing and fielding military systems with satisfactory levels of RAM is to
recognize it as an integral part of the Systems Engineering process and to systematically manage
the elimination of failures and failure modes through identification, classification, analysis, and
removal or mitigation. Additionally, strengthened ID design maturation tasks will enable RAM
design attributes to be realized. These activities start in pre-systems acquisition and continue
through development, production, and beyond into operations and support.

There are four key steps that can be taken to achieve satisfactory levels of RAM. Figure 1-3
shows the four key steps with the current DoD 5000 series acquisition management framework’
to illustrate the time frame at which the four key steps should be conducted. Unlike the DoD
5000 series acquisition management framework there are not milestone decisions to signify the
beginning and end of each key step. Instead, the beginning and end of each step is illustrated
within Figure 1-3 as a flexible time period depending on each system acquisition process.

? The current DoD 5000 series acquisition management framework is outlined in DoD Instruction Number 5000.2
issued on May 12, 2003.
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Current DoD 5000 Series Acquisition Management Framework

User Needs & . Process entry at Milestones A, B, or C
echnology Opportunitie . Entrance criteria met before entering phase
. Evolutionary Acquisition or Single Step to Full
Capability

(Program
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Refinement Development & Demonstration Deployment Support
Design FRP
Con_cgpt € ) Readiness LRIP/IOT&E & ) Decision
D Review Review
Pre-Systems Acquisition Systems Acquisition Sustainment

Four Key Steps to Achieve RAM

Step 1: Understand and Communicate
User Needs and Constraints

ICD A CDD A CPDA

Step 2: Design and
Redesign for RAM

Step 3: Produce Reliable &
Maintainable Systems

Step 4: Monitor Field
Performance

FIGURE 1-3: Four Key Steps to Achieve RAM within DoD 5000 Series Acquisition
Management Framework

1.5.1 Step 1: Understand and Document User Needs and Constraints

The first priority in an acquisition program is to thoroughly understand what the customer needs
and expects (the customer includes those who will operate, maintain, and support the capability
being acquired). Step 1 involves the following:

o The user and acquisition communities collaborate to define desired capabilities to guide
development. The definition of capability includes the mission, system performance,
force structure, readiness and sustainability, as well as constraints such as logistics
footprint and affordability.

« Within this overall capability, determine the reliability, availability and maintainability
needs of the user, in operational terms, for the operational concept, in the expected
operational environment and conditions, considering peacetime and wartime use. A
multidisciplinary team of users (operators and maintainers), system and design engineers,
manufacturing engineers, and testers collaboratively develop a RAM Rationale which
establishes bounds on the trade space and guides the entire program. This analysis will
likely require the use of modeling to ensure performance is achieved across the required
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scenarios. The analysis considers the interaction of many elements, e.g., system
reliability with the logistic support concept (the support structure used to maintain and
repair the system, the number of spares, and spare parts) and operation in an integrated
diagnostics environment where additional facilities, support equipment or ground stations
play a major role in achieving operational requirements. User constraints on the number
of people available to operate and maintain the system will affect availability of the fleet.
Throughout the analysis, the probability of mission success should be a fundamental
metric. Mission failure due to the system’s failure to operate properly in its intended
environment is a reliability failure as well as a mission failure whether caused by
hardware (component failures) or software (Built-in-Test (BIT) false alarms).  Since
component reliability is dependant on the environment, the reliability of commercial-off-
the-shelf (COTYS) items may differ significantly in the military application.

Compare the needed levels of RAM to the RAM performance of current
systems/capabilities performing the mission. Assess the feasibility of achieving the
needed levels of RAM with available technology. Initiate technology development and
risk reduction efforts to achieve user RAM needs.

Develop a Request for Proposal (RFP) that addresses all aspects of system performance.
The RFP should clearly identify all constraints, assumptions, and definitions needed for
the contractors to put the RAM situation in context, derive the inherent levels of RAM
(those that are determined by design and manufacturing), determine the best approach for
achieving satisfactory RAM, and state the operational RAM requirements (e.g.,
operational availability). (See Appendix A for further information on this topic)
Translate the operational RAM terms into suitable RFP and contractual terms for the
material development contractor to pursue. Develop the mission and logistics reliability
specification requirements and the maintainability and integrated diagnostics
specification requirements. These and associated RAM program and acceptance test
requirements become part of the RFP and contract. Specification development requires
conversion of the operational RAM parameters to an equivalent contractual
measurement. This process has been recognized as a weak link.

Provide reliability and maintainability incentives in contracts. To achieve the levels of
RAM the user needs, the Program Manager has to put requirements and incentives in the
contract, pay for them, conduct program reviews, and provide effective oversight.
Contract requirements and the vendor selection process must reflect explicitly the need
for reliable systems. Contracts should provide clear incentives to design and build
reliable, maintainable systems versus allowing significant profit from follow-on
replenishment spares. Both monetary and non-monetary incentives can be used to assess
and measure contractor RAM performance. If properly formulated, RAM performance
requirements stated in performance-based contracts can ensure that the contractor or
supplier will focus on the system or product RAM performance requirements of primary
interest. This approach allows incentives to be awarded realistically based on the RAM
performance measurements that are made during design and development. RAM
performance requirements (for example, mission reliability, logistics reliability,
testability, diagnostics) on which the incentives are based must be realistic, measurable,
and unambiguous to permit valid demonstration and verification within stated confidence
bounds. The RAM incentive program should flow with the normal system development
activities and schedules. Some DoD contracts have included the requirement for a RAM

1-8
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demonstration before full-rate production, with rewards and penalties, to ensure that
RAM gets appropriate attention during development.

The Program Manager initiates three RAM management processes during Step 1: Understand
and Document User Needs and Constraints. The RAM management processes include the RAM
Program Plan (RAMPP), the Data Collection, Analysis, and Corrective Action System
(DCACAS), and the RAM Case. The PM also initiates the Test and Evaluation Master Plan
(TEMP), which includes RAM test and evaluation planning. These processes continue through
the system’s life cycle. All are addressed in more detail in later chapters.

Inadequately addressing Step 1 has been identified as one of the primary reasons for test
difficulties and the failure to meet user needs. The definition should include specifying values
for the appropriate RAM parameters, or metrics, (to be attained under operational conditions)
needed to provide a measurable improvement in mission success and operational support at a fair
and reasonable price.

1.5.2 Step 2: Design and Redesign for RAM
During this phase the key objectives are to:

o Develop a comprehensive program for designing and manufacturing for RAM that
includes people, reporting responsibility, and a RAM Manager.

o Develop a conceptual system model, which consists of components, subsystems,
manufacturing processes and performance requirements. Use the model throughout
development to estimate performance and RAM metrics.

o Identify all critical failure modes and degradations and address them in design.

» Use data from component-level testing to characterize distribution of times to failure.

o Conduct sufficient analysis to determine if the design is capable of meeting RAM
requirements.

o Design in: diagnostics for fault detection, isolation and elimination of false alarms;
redundant or degraded system management for enhanced mission success; modularity to
facilitate remove-and-replace maintenance; accessibility; and other solutions to user-
related needs such as embedded instrumentation and prognostics.

To meet these objectives, Step 2: Design and Redesign for RAM, requires the following key
o 10
activities:

1.5.2.1 Implement the right activities at the right time in the right way

As important as it is to select the right activities, it is equally important to conduct the activities
at the right time. An analysis intended to support design improvement, for example, is of little
value if it is begun near or after the critical design review. For maintainability, it is of little value
to require explicit levels of system testability for accurate and dependable BIT fault detection
and isolation during the design phase, if ID software maturation efforts to utilize these testability

' Many of these are based on Crow, L. H., “Achieving High Reliability, The Journal of the Reliability Analysis
Center, Fourth Quarter, 2000, 1-3.
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features and minimize false alarms are not also considered. ID maturation processes are
included in the overall RAM program plan and implemented throughout platform integration
testing.

Finally, even if an activity is conducted at the correct time, the results will be misleading or will
be of little use in achieving the requisite level of RAM if it is not conducted properly. Standards,
guides, and textbooks are available that provide the correct procedure for conducting nearly
every type of analysis or test related to designing for RAM.

1.5.2.2  Conduct Formal Design Reviews for Reliability and Maintainability

Conduct formal reviews for RAM that promote an understanding of the tactical operational
environment in which the system or subsystem will operate and to assure progress toward
achieving RAM requirements. Formal RAM reviews should be conducted at least once each
during preliminary design and during final design and should be an integral part of the System
Requirements Review (SRR), System Functional Review (SFR), Preliminary Design Review
(PDR) and Critical Design Review (CDR). These reviews occur during the System
Development and Demonstration (SDD) phase. RAM reviews should begin early in the system
development process and continue through production and deployment. RAM reviews might
even be appropriate during Technology Development (TD)."" These reviews assure that the
RAM model, the current design configuration, and the engineering design agree.

1.5.2.3 Use an Impartial, Competent Peer to Perform the Design Review

The engineer who performs the RAM analyses is usually the judge of the attributes to be
examined and their exact depth of examination. The analyst also selects the analytical approach.
All of these decisions are a function of the analyst’s experience, wisdom, and perception of the
user needs and constraints. For these reasons it is very possible that omissions or inadvertent
errors will be occasionally made. Experience has shown that approximately 40 percent of all
analyses contain significant shortcomings when performed for the first time.'> Approximately
half of these are defects or omissions in the analysis alone and are not design defects. The
remaining 20 percent actually represent design defects, the severity of which ranges from minor
to mission catastrophic. Experience has also shown that about five percent of all released
manufacturing designs contain potential mission jeopardizing defects. The only proven method
for detection of these defects is an independent review of the design details by an impartial,
objective, competent peer in the appropriate technical field.

1.5.2.4 Use a Closed-Loop Design Review Process

The review process uses a closed-loop system that identifies each design defect, enters it into a
tracking system, and requires resolution by either a design change or a program waiver. The
process differentiates between analysis omissions and defects or design deficiencies. Analysis
deficiencies are also tracked to assure timely updates, which may identify additional design
deficiencies and serve as an accurate historical record of the design activity.

"' DoD Instruction 5000.2, Operation of the Defense Acquisition System, May 12, 2003.
"2 NASA Preferred Reliability Practices: Practice No. PD-AP-1302, “Independent Review of Reliability Analyses.”
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1.5.2.5 Emphasize Systems Engineering Design Analysis and Rely Less on RAM Predictions

Systems engineering is a logically sequenced, consistent set of technical activities that translates
a customer’s needs and requirements into a balanced solution. Unfortunately RAM predictions
often do not provide the balanced solution systems engineering design analysis strives to obtain.
RAM prediction is any method used to assess the level of RAM that is potentially achievable, or
being achieved, at any point. Achieving metrics via a RAM prediction will not ensure that the
best system design is developed. Too often the following is forgotten about RAM predictions:

« RAM predictions are a process, not a one-time activity, which should begin in early
development and continue throughout the life of the system, with different methods used
at varying times.

e No one method of RAM prediction is right for every item at all times. The “right”
method is the one for which the requisite data are available and that is appropriate for the
intended use of the RAM prediction (i.e., comparison, spares computations, contractual
verification, part characterization, system field performance, etc.).

« RAM predictions stated at a confidence level are more meaningful than a point estimate.

o An understanding of the method itself, the maturity of the design, and the fidelity of the
data must temper the results of any method used to perform RAM predictions.

Systems engineering ensures that the solution that satisfies the requirements of a RAM
prediction will also be the best overall solution with regards to multiple programmatic and
technical considerations. Systems engineering expands the evaluation criteria to select criteria
that best balance program requirements, such as system performance, total ownership cost,
schedule, supportability, risk, etc. The criteria are selected based on the stated problem as well
as the level and complexity of the analysis required.

1.5.2.6  Fully Understand the Implications of Using COTS Equipment

The use of commercial-off-the-shelf (COTS) items in military systems has definite advantages
over developing a new, comparable item. In addition to saving the cost of development, COTS
items often have a proven track record in commercial products, come with warranties, and may
be available from multiple sources. Perhaps most importantly, the technology used in electronic
COTS items rapidly changes. By buying COTS, the program can take advantage of the newest
technologies being used by the manufacturer of the COTS item. COTS items usually include
computers, displays, power supplies, input/output devices, communications equipment, and so
forth. Even some system-level items, such as cargo trucks, have been purchased off-the-shelf.

Despite the advantages of using COTS equipment, it should not be used without fully
understanding the implications of using it in a military environment. Before deciding to buy
COTS for a military application, the program should carefully weigh important factors including
the environment, integration, maintenance, long-term support, warranty, and integrated
diagnostics. These factors and additional details on the use of COTS are addressed in Chapter 3,
section 3.5.
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1.5.2.7 Focus on Maintainability (Especially Diagnostics) and Provide Sufficient Resources to
Mature the Diagnostic Capability

Effective ID designs reduce maintenance time and increase system availability. Vendor
maintainability demonstrations effectively support maturing subsystem fault detection and
isolation capabilities. Overall system maintainability demonstrations including fault insertions
enable verification of accessibility, provide data to calculate remove and replace times, and
confirm the degree of technical skill and adequacy of technical documentation required to
perform maintenance. As every failure provides the opportunity to improve reliability, it also
provides the opportunity to evaluate and improve maintainability characteristics.

1.5.2.8 Link Design Testing and Reliability Testing

Every test should also be a reliability test. Early testing often focuses on performance of the
system, a subsystem, or a component. Nevertheless, every time a system is tested, reliability
data should be collected. Early testing may not be in the stressful operational environment or
under realistic conditions. However, when a failure occurs, consider that particular failure mode
explicitly, whether a true component failure or a built-in test indicated system failure. Consider
every failure an opportunity for better system understanding, characterization, and ultimately for
system improvement. Early in the development process, failure mode removal is almost always
easier and less costly than later in the development life cycle. Development must deal with
every failure mode, not just those that appear in specially designed reliability tests. For complex
systems, it is possible that the demonstrated reliability at the end of the final design phase may
still fall short of the RAM design specifications. A target minimum value of the initial
reliability, to be achieved by the end of development, should be established during the pre-
acquisition. In order to conform to the stated purpose of DoD Acquisition, the target minimum
value should represent a measurable improvement to mission capability and operational support
at a fair and reasonable price.

1.5.2.9 Manage the Failure Mode Mitigation Process

A closed-loop process deals with failure modes when they are found. Every failure mode,
potential modes that surface during design analysis as well as those identified during
performance or other tests, should go through a process to determine how to deal with the failure
mode. It is important to assess the risk to mission success that the problem poses. Experts who
are familiar with similar systems or the operational environment may be able to identify potential
failure modes and resolutions as early as the system concept model.

Use a failure modes and effects analysis (FMEA) to identify failure modes and potential problem
areas affecting the mission, hardware reliability, and safety. The FMEA provides a structured
process for addressing and mitigating failure modes. Experience has shown that it is easy to be
overly optimistic about the effectiveness of failure mode mitigation. Corrective actions (fixes)

are rarely 100 percent effective. Methods for determining reliability growth are addressed in
Chapter 4.




RAM Guide: Chapter 1 — RAM and the Department of Defense

The FMEA should be a living document during the development of hardware design. The
primary benefit of the FMEA is the early identification of all critical and catastrophic subsystem
or system failure modes so they can be eliminated or minimized through design early in
development. It is important that the FMEA is continually updated to keep pace with the
evolving design so it can be used effectively throughout development and sustainment.

1.5.2.10 Assess the Risks and Operational Impacts Before Trading RAM for Cost, Schedule, or
Other Requirements

If the system does not achieve good RAM, mission performance and life cycle cost are at risk.
End-to-end modeling of the system life cycle helps to evaluate the impact of changes in RAM.
A model of the logistics support concept quantifies the implications of RAM levels on the
elements and costs of support over the long term. The pressures of budget or schedule can cause
Program Managers and contractors to consider reducing or eliminating RAM activities, in
particular the task of ID maturation since it occurs near the end of system development just prior
to technical or operational evaluation . An objective analysis of risk and impact should be made.
Specifically, any potential negative impact on the system’s ability to provide measurable
increases to mission capability or operational support should be weighed against any potential
short-term savings. Unless a programmatic, systems engineering and total life-cycle perspective
is taken in making such decisions, the net result can be decreased mission performance and
increased costs over the long term.

1.5.2.11 Address RAM Considerations in Pre-Systems Acquisition Technology Development
Activities

RAM personnel assist in the evaluation of technological capabilities and assess the risk and cost
impacts on achieving RAM needs. Modeling the logistics support program helps quantify the
RAM impacts on the size and cost of the life cycle support program and indicate where
technology development, specifically for reliability and maintainability, is needed to meet
acquisition objectives.

1.5.2.12 Avoid Delaying Corrective Actions

Estimates of reliability in the presence of delayed corrective actions tend to significantly over
estimate reliability. Delaying corrective actions enables failure modes to continue and may lead
to implementation prior to verifying the effectiveness of the proposed fix. This is particularly
important for ID software corrective actions implemented late in development. If diagnostics
false alarms are corrected by software, they (like component failures) require adequate test time
to verify effectiveness of the proposed fix.

1.5.2.13 Provide Meaningful Oversight in Executing the Contract
The best practice in executing oversight responsibility is based on the following four principles.

o Treat RAM as an integral part of the systems engineering process. Assess RAM in each
phase of development. In early phases the reliability allocation among components is
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important and its realism and empirical basis must be reviewed carefully. The design of
the support system must be checked to ensure it is consistent with known operational
constraints.

« Find deficiencies as early as possible. These deficiencies can be in any of three areas:
technology and its application in the design, the operational concept, and the support
concept. Untested technologies should be tested in the stressful operational environment.
Logistics drivers such as high failure rate modules, inaccurate fault diagnostics, and
mismatches between required maintenance skills and the actual planned maintenance
workforce need to be identified as early as possible. It is important that the supporting
system be developed concurrently with the system development and demonstration. It is
important to develop and assess associated support equipment, both hardware and
software, in concert with the host platform in order to identify and correct RAM
problems with RAM integration prior to Initial Operational Capability. The government
has special knowledge of the operational environment and the realities of the planned
maintenance workforce which also should be integrated.

o Correct deficiencies in the most appropriate phase. As a rule of thumb, the earlier the
better.

o Coordinate and integrate RAM testing and evaluation across all phases. The context for
evaluation is always the performance in the operational environment and expressed in
operational terms. Early RAM consideration might be based, in part, on expert opinion,
or modeling of the system. Later, real test data comes in and the evaluation should be
modified to reflect the new information. Areas of uncertainty are areas of risk. Ways to
reduce the uncertainty need to be devised as appropriate. Tests of components in
stressful operational environments may be appropriate. Many of these actions will
require government participation. For example, carrying a proposed sensor package on a
surrogate vehicle that simulates the vibration and thermal environment may be
appropriate. Another example pertains to new avionics design for an existing airframe:
experience has shown that measuring the actual environment (temperature, vibration,
power stability, g-forces) in an aircraft avionics location is more effective for achieving
RAM than relying on the environmental design specifications of the aircraft. Only by
staying informed on the reliability aspects of engineering can the government contribute
to the success of the product.

1.5.3 Step 3: Produce Reliable and Maintainable Systems

The purpose of the Production and Deployment phase of acquisition is to achieve an operational
capability that satisfies mission needs. There are two major parts of this phase: Low-Rate Initial
Production (LRIP), and Full-Rate Production and Deployment. Before beginning this phase, the
user operational capability is updated. LRIP quantities are normally limited to no more than
10% of the total contemplated production. The LRIP effort completes the manufacturing
development process and generates the units for Initial Operational Test and Evaluation
(IOT&E). The IOT&E provides information on how well the system meets user needs including
RAM. Full-Rate Production and Deployment provide the systems, supporting materiel and
services to the users. Finally users attain Initial Operational Capability (IOC).
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The emphasis of Step 3 shifts to process control, quality assurance, and environmental stress
screening, which is also visible in the RAM activities expected during this phase. In addition,
data collection from production articles deployed to operational units provides insight into how
well production units are performing in the operational environment. Optional RAM activities
during the Production and Deployment phase include a failure prevention and review board
(examines DCACAS results to improve design by eliminating problems), production reliability
qualification/acceptance tests, lot acceptance testing, and participation in software change review
board (SCRB) to insure proposed ID corrective actions are incorporated and do not degrade
overall RAM. The RAM activities that are recommended for follow-up after initiation during
the engineering and development phase include reliability growth testing,
maintenance/maintainability demonstration and evaluation, continued ID maturation efforts, and
DCACAS. Required RAM activities include continued support of the DCACAS process and
subcontractor controls as well as implementation of stress screening to precipitate known failures
prior to delivery. Another goal of Step 3 is achieving the system’s initial operational capability.

1.5.3.1 Testing

It is important to continue development testing of oversight of evolving RAM attributes to
determine if the system has a satisfactory level of reliability, availability, and maintainability.
The purpose of test and evaluation is learning. Though operational assessments are conducted
through Steps 1 and 2, LRIP is normally the first opportunity for dedicated operational tests,
using production representative units, operationally representative support systems (including
peculiar support systems), representative support personnel, and an operationally realistic
environment. The final judgment will require that the system “satisfy user needs with
measurable improvements to mission capability and operational support in a timely manner, and
at a fair and reasonable price.” This is also the opportunity to verify that fixes from previous
phases have been developed, incorporated, and correct the RAM problems without introducing
new ones. Often, there are not enough time or test units at the conclusion of normal
development or during OT&E to demonstrate achievement of high reliability with high
confidence. As a result, all relevant RAM data should be exploited for possible use in the overall
evaluation.

1.5.3.2  Quality Assurance

A primary RAM concern during manufacturing is to prevent degradation of the inherent
reliability, availability, and maintainability designed into the system during the design phase.
The Quality and Product Assurance activities work closely with the RAM development team to
assure a full understanding of the impact of the manufacturing processes on end item RAM and
to develop value added manufacturing processes that assure the integrity of the product. A stable
base of certified vendors and appropriate component acceptance testing is essential.
Involvement of RAM engineering in the review/approval loop for the selection of parts and
materials, manufacturing processes and procedures, and assembly procedures further ensures that
RAM concerns are addressed. By participating in SCRB and Engineering Change Proposal
(ECP) reviews RAM engineers assure RAM and ID goals are not compromised. During the
transition from development to production there is often significant pressure to redesign for the
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purpose of saving costs. Including the RAM team in the review process can eliminate changes
that compromise achieving RAM performance.

1.5.3.3  Achieving Initial Operational Capability

During the second part of this phase (full-rate production and deployment), units are receiving
trained manpower, systems, equipment, and support; and they are working toward achieving
initial operational capability and the required readiness (operational availability) and
sustainability levels. There are many opportunities during this transition for RAM-related
problems to arise, such as inadequate maintenance training, unanticipated failure modes, and
differences in the operational environment or use profile from that anticipated during design.
The RAM team should anticipate this opportunity, monitor this transition, and identify resources
to rapidly assess and resolve problems that may arise. Timely identification of RAM design
problems during this transition can expedite the development and incorporation of fixes into the
production process for remaining units.

1.5.4 Step 4: Monitor Field Performance

Ensure that the needed levels of RAM are sustained during the life of the system, since O&S
costs are typically more than half of the TOC. Reliability and maintainability drive the elements
of support and the costs of support through the life cycle. The elements of support generally
include maintenance at all levels; manpower and personnel to operate and support the system;
supply support; support equipment and tools; technical data; training and training support;
computer resource support; facilities; and packaging, handling, storage and transportation. Three
performance measurements provide overall indications of field experience: mission success
rates, operational availability, and operations and support costs. However, in themselves, they
do not necessarily indicate the specific cause of problems. A robust data collection and analysis
program, such as a continuation of the RAM review boards and DCACAS from earlier steps,
will help identify and prioritize specific RAM problems for resolution.

1.5.4.1 RAM Capabilities Mature Over the Operational Life

There are several effective techniques for projecting (and sustaining) the reliability, durability,
and maintainability of systems. The “lead-the-fleet” concept often is used for aircraft and
ground vehicles. A few systems are used at a much higher usage rate than the fleet average and
closely monitored to anticipate and correct the kinds of failures that may develop as the fleet
ages. Other forms of accelerated testing of early articles can identify and correct failure modes
early in the life cycle. End to end value chain modeling is an effective method of understanding
the relationship of key system parameters and performing sensitivity analysis and trade studies.
A reliability-centered maintenance approach provides opportunities to sustain and maximize
effectiveness of preventive maintenance.

1.5.4.2  Sustaining RAM and Trending

To support and sustain RAM capabilities, the collection, analysis, and maintenance of data
continues into the operational environment with sufficient detail and visibility to identify RAM
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performance problems as they begin to emerge. To achieve this, it is important that experiences
development engineers and member of the RAM team, who were assigned to development and
demonstration of the product, be tasked to continue into the operational phase. Often, normal
service data collection systems are inadequate to provide the needed RAM detail; and special or
augmented data collection programs are developed and fielded along with the system. These
data collection efforts take full advantage of embedded instrumentation, diagnostics, and unique
identification (UID) of items.

1.6 Senior Management’s Role

The Defense Acquisition Executive has the responsibility for supervising the Defense
Acquisition System. The Milestone Decision Authority is the designated individual with overall
responsibility for a program including advancement to the next phase. The Program Manager is
the designated individual with responsibility for development, production, and sustainment to
meet the user’s operational needs. These senior managers assure that programs achieve the
needed levels of RAM by ensuring that:

« Realistic user needs are identified,

o User needs are properly translated and incentives are placed in contracts,
o Adequate contractual and organic resources are identified and allocated,

« Sufficient funding and schedule are allocated to achieve RAM objectives,
o Contractual requirements are satisfied, and

o User needs are demonstrated in OT&E and sustained during operations.

Execution of an acquisition program is the responsibility of the Program Manager. However,
senior management plays an essential role in providing guidance and support to ensure that long-
term goals are not compromised because of the short-term pressures of schedule and cost. By
encouraging careful attention to RAM from the beginning, management can reduce the risks of
failing to “satisfy user needs with measurable improvements to mission capability and
operational support in a timely manner, and at a fair and reasonable price.”

Table 1-1 provides questions pertaining to RAM to help senior managers influence the
achievement of the RAM capabilities the user needs. The questions are based on the four key
steps to achieve RAM previously illustrated in Figure 1-3. The purpose of the questions
associated with each step is defined in the following statements.

Determine if the user needs and constraints are well understood.

Determine if the program will design and redesign effectively for RAM.
Determine if manufacturing will yield systems with desired levels of RAM.
Determine if field data will help sustain and improve the capabilities of the system.

b
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TABLE 1-1: RAM Questions and Desired Responses for Senior-Level Reviews

Step Question Character of Response

Is there an appropriate, Demonstrate an understanding of the RAM aspects of the

relevant, well-justified RAM mission/desired capability and way in which the operational test

Rationale? (What is the agency and user measure it.

rationale for the user’s RAM

expectations?)

Will the planned RAM for this | Demonstrate knowledge of current RAM performance of

system provide a measurable similar systems. Address specific activities, technologies, and other

improvement in mission measures for achieving the higher RAM levels. Based on TOC,

capability and operations technological constraints, or other factors. Address impact on

support? (Identify the critical 0&S, footprint, and readiness. Show how design is being

1 failure modes and mechanisms improved.

based on previous systems or

versions as well as any identified

in the current development.

Explain how failure modes and

mechanisms were identified.)

Do RAM design specifications | Understand how RAM design specifications were derived from user

reflect the RAM Rationale and | needs. Demonstrate that sound engineering is being conducted to

RAM Program Plan? (Identify | address failures. Provide evidence of adequate investigation.

the RAM design specifications.

Identify action(s) being taken or

previously taken to reduce risk.)

How is RAM addressed in the | Provide contractor’s process and rationale. Highlight design

contract? (Outline the rewards | analyses and tests. A RAM demonstration before production and

and penalties structure for the fielding. Are there a RAM Manager, a team, a process and

system prior to production and adequate resources? How are the RAM activities being selected?

deployment.) The contract should identify all analytical, test, and data collection
activities conducted for or related to RAM, identify the purpose of
each, how they will be conducted, and how and when they will be
integrated into the overall systems engineering process. The
contract should explain how failure modes and degradations and
effects would be identified, prioritized, and addressed during
design. The government should have a role in this. The contract
should describe the testing planned at each level of design, how
data will be used for RAM purposes (e.g., assessment,
improvement, characterization), and the associated analytical tools

2 and methods. The contract should provide the government

management, test, and technical data rights (e.g. ICD) to support
system understanding and RAM data analysis and archival through
the system life cycle.

What does the RAM Program
Plan contain? (Identify
problems experienced in
demonstration /acceptance
testing as well as whether or not
problems were anticipated and
how they are being corrected.)

There is a reliability program that has resources and capability to
achieve satisfactory reliability. The RAM Program Plan contains
provisions to eliminate false BIT indications. Explain nature and
implications of problems found. Explain how previous analyses and
tests are being re-examined and updated. Provide the “get-well”
plan. Plan for sufficient testing to demonstrate achievement of
RAM requirements.

Are there adequate funds to
perform RAM activities?
What are the projected TOC
savings associated with the
RAM Program?

The program budget has funds identified to accomplish the RAM
activities, such as maturing reliability and incorporating BIT fixes.
The program has done the TOC analysis that justifies a robust RAM
program in development as well as sustainment.
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TABLE 1-1 (Continued): RAM Questions and Desired Responses for Senior-Level Reviews

Step Question Character of Response
Is the timing of these activities | The detailed program schedule shows that the results of the RAM
such that the results can activities will be available in sufficient time to be considered as part
influence the design process? of the design trade studies and reviewed at the preliminary and
2 critical design reviews (PDR and CDR). This should be clearly
Cont’d visible in the Integrated Program Schedule.
Is the RAM testing Identify contents of TEMP pertaining to RAM testing. Describe
documented in the Test and use of demonstration testing or accelerated life testing to satisfy
Evaluation Master Plan? RAM requirements.
Is there meaningful contract The levels of RAM achieved in design are demonstrated and
oversight of the RAM assessed at each engineering and programmatic design review and
program? at milestone reviews. There is a systematic process in use for
identifying, tracking, determining the cause, and implementing
corrective actions to eliminate or mitigate failures and failure
modes. The PM is using trained RAM engineers, on staff or
matrixed, to provide leadership for an effective RAM program.
If COTS is being used, what is | Demonstrate that RAM was a criterion for selection. Understand
the RAM level in commercial the effects of a new application/environment. If COTS is to be
applications? (Determine modified, what will be the implications for warranty and support?
anticipated change in RAM Identify changes to the maintenance and support concepts if COTS
using the COTS in a military is used. Determine whether the costs of required changes to the
application. If the anticipated support system are reasonable and affordable.
change is negative, identify what
responsive actions are planned.)
If software is being The software development team: (1) has Software Engineering
implemented within system, Institute certification or equivalent, (2) utilizes proven development
how is its reliability being processes and metrics, and (3) has software integration facilities.
assessed? What processes will | Software anomalies are identified throughout the development and
be implemented to sustain demonstration. There is a close, effective interaction of the RAM
operational capability? and software teams and their activities.
Are the subcontractors stable? | Explain how vendors/subcontractors were chosen. Identify how
(Identify possibilities for parts vendors/subcontractors are continually evaluated to determine
obsolescence and/or diminishing | stability of items they supply. Describe process used to evaluate
manufacturing sources.) alternative parts and/or materials.
What is the quality assurance | Identify all process controls and production reliability acceptance
program? tests implemented as part of quality assurance program.
3 What are the contract For example, outline the use of an initial period of Contractor
incentives to ensure RAM? Logistics Support on a firm fixed price contract or RAM
demonstration requirements linked to contract incentives.
Has IOT&E performance There is enough data, from IOT&E and all other relevant
demonstrated achievement of | demonstrations to indicate that satisfactory mission reliability and
satisfactory levels of RAM? RAM will be achieved in the field. Deficiencies have been
identified and corrective actions are funded and scheduled.
What provisions will ensure There is a “lead-the-fleet” program and accelerated testing of early
system RAM matures early articles to identify and correct failure modes early as the system
and the system is durable enters operation phase and continuing as the fleet ages.
throughout the operational
life?
4 Is there a formal RAM data Data capture, analysis, and archival planning include collection of

collection and review process,
after the system is fielded?
How will the RAM Team be
resourced when the system is
fielded?

Unique Identification (UID) for repairable items and exploits
failure, environmental, and usage information through embedded
instrumentation. The government has rights to the data. Program
Manager has the responsibility to plan for and resource RAM in the
sustainment phase of the life cycle.
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Chapter 2 Achieving RAM in Military Systems

2.1 Introduction

Chapter 1 addressed RAM from the perspective of top-level managers: the Milestone Decision
Authorities and Program Managers. This chapter provides an overview of the four key steps for
achieving RAM. It is intended for a broader audience including system users who develop
capability documents, development and acquisition staffs, the testing community, and
contractors. The chapter focuses on the management and the technical processes for achieving
satisfactory levels of RAM. Chapters three through six will address each of the four key steps in
greater detail.

As stated earlier, the process of achieving satisfactory RAM depends on four key steps, which
are illustrated in Figure 2-1 and discussed in the subsequent paragraphs.

Step 1: Understand and Communicate
User Needs and Constraints

Step 2: Design and
Redesign for RAM

Step 3: Produce Reliable &
Maintainable Systems

Step 4: Monitor Field
Performance

FIGURE 2-1: Key Steps to Developing Reliable, Available, and Maintainable Systems

« Before a system can be designed the needs and constraints of the user must be understood
and documented. Therefore this first step is the foundation required to achieve RAM
performance for a system. Step 1 is outlined briefly in Section 2.2 and is the focus for
Chapter 3 of this guide.

o After the user needs and constraints are accounted for the acquisition process shifts to
Step 2 which focuses on ensuring RAM requirements are “built-in” the system first in the
design phase and then improved during the redesign phase for the system. All the while
the RAM requirements are balanced against the effectiveness of the other performance
requirements associated with the system. Section 2.3 of this chapter provides a simple
explanation of the activities encountered during Step 2, whereas Chapter 4 provides more
breadth and depth on this topic.

o After the needs and constraints of the user are “built-in” the system through design and
redesign, the system must now be manufactured in such a manner that designed reliability
and maintainability remain intact throughout production. Step 3 ensures that a reliable
and maintainable system is produced, which contributes to improved system availability.
This will be discussed further in Section 2.4 and Chapter 5.

o Historically the development of many systems has accounted rather well for the first
three steps required to achieve RAM requirements, but may have often overlooked (with
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adverse results) the final step of the process, which is monitoring field experience. The
cost to operate and support systems has increased over time throughout the DoD,
therefore Step 4 should not be forgotten because, without monitoring field performance,
the strong RAM foundation developed during the first three steps may degrade. Captured
field experience allows for better-maintained systems, identifies necessary improvements
to the system, and provides much needed “lessons learned” to future systems. A brief
overview of Step 4 is given in Section 2.5 with a comprehensive synopsis in Chapter 6.

Each step comprises five components to be successful: (1) a clear goal for the step; (2) the right
organizations and people involved; (3) adequate supporting information; (4) available tools,
funds, and time to support the appropriate activities for that step; and (5) a good record of the
results. The steps are consistent with robust system engineering practices, and are compatible
with any general acquisition process. The guide will focus on how they apply to the Department
of Defense acquisition framework.

The four key steps identified in Table 2-1 focus on addressing the many reasons why system
RAM degrades over time. Since system RAM is often difficult to accurately assess until the
system is deployed or fielded many of these factors that result in degraded system RAM do not
appear until this final step, which places a great importance on Step 4: Monitor Field Experience.
Although most system RAM degradation is not observed until Step 4, the previous 3 steps are
often as much, if not more, to blame for the observed degradation in the field (i.e., a change in
operating concept or environment is observed when the system is fielded, but there may have
been signs in Step 1: Understand and Document User Needs and Constraints that should have
been addressed to prepare for this possibility). Table 2-2 describes some of the reasons why
system RAM degrades.
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TABLE 2-2: Some Reasons Why System RAM Degrades Over Time

Reason

Discussion

Change in
operating concept

If system is used in a manner different from that originally allowed for in the
design, new failure modes can occur, and the overall frequency of failures can
increase. In such cases, corrective actions can be expensive or impractical. If the
new operating concept is essential, decreased RAM levels may have to be accepted.

Change in
operating
environment

If a system is used in an environment different from that originally allowed for in
the design, new failure modes can occur, and the overall frequency of failures can
increase. In such cases, corrective actions can be expensive or impractical. If the
system must operate in the new environment, decreased RAM levels may have to
be accepted.

Inadequate training

Inadequate operating or maintenance training usually increases the number of
failures induced by improper operation or maintenance. The corrective action is to
improve the training.

Wearout / As systems age, the number of failures per unit time for parts having wearout
Inadequate characteristics will increase. A preventive maintenance program to replace or
Reliability overhaul such parts will prevent wearout from becoming a problem. Ideally the
Centered preventive maintenance program is based on the reliability characteristics of the
Maintenance parts (i.e., a reliability-centered maintenance program based on the field data within
Program the DCACAN).

Inadequacies of
design analysis and
test

All engineering models, analytical tools, and test methods are imperfect. It is also
impossible to perfectly model or simulate the actual operational environment
during design and test. Finally, the time and funds available for analysis and
testing are limited. For all of these reasons, failure mechanisms may go undetected
until after the system is fielded.

Lack of
understanding the
role of software in

Most modern weapons systems are digital in design. The mission success,
availability, and supportability are largely governed by software. Previously,
classical RAM levels were component failure intensive. Currently, software plays

RAM performance. | a more important role. Personnel managing, developing, and producing these new
systems need to understand that software intensive systems require a different
approach to failure detection, isolation and ultimate repair or corrective action.

Change in supplier | If a supplier chooses to stop manufacturing a part or material, goes out of business,

or no longer maintains the necessary levels of quality, an alternate source of supply
is needed. If RAM is not a major consideration in selecting the new supplier,
system reliability may degrade. If there are a limited number of new suppliers to
select from, lower RAM levels may have to be accepted.

Poor configuration
control

Over a system’s life, there is the temptation to reduce costs by substituting lower-
priced parts and materials for those originally specified by the designer. Although
the purchase price may be lower, life cycle costs will increase, and the mission will
suffer if the “suitable subs” do not have the necessary RAM characteristics. Strong
configuration management and a change control process that addresses all factors,
including RAM performance, are essential throughout the life of the system.

Manufacturing Although the manufacturing processes may have been qualified and statistical

problems processes implemented at the start of production, changes can occur during the
production line that degrade RAM. This possibility increases as the length of the
production run increases; therefore, constant quality control is essential.

Inadequate funding | Inadequate support funding can affect many factors, including availability of repair

parts, support equipment, and maintainer training, which can have a profound effect
on RAM.
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DoD Directive Number 5000.1 issued on May 12, 2003 states, “Acquisition programs shall be
managed through the application of a systems engineering approach that optimizes total system
performance and minimizes total ownership costs.” The Defense Acquisition Guidebook,
released in October 2004, provides even more depth to this issue of using a systems engineering
approach. It states:

“The Program Manager should implement a robust systems engineering approach to translate
operational needs and capabilities into operationally suitable increments of a system. Systems
engineering permeates design, production, test and evaluation, and system support. Systems
engineering principles should influence the balance among the performance, cost, and schedule
parameters and associated risks of the system. Program Managers exercise leadership, decision-
making, and oversight throughout the system life cycle. Implementing a systems engineering
approach adds discipline to the process and provides the Program Manager with the information
necessary to make valid trade-off decisions throughout the program’s life cycle.”

“Systems engineering is typically implemented through multi-disciplined teams of subject matter
experts (often formally chartered as an Integrated Product Team (IPT)). The systems
engineering working-level IPT translates user-defined capabilities into operational system
specifications consistent with cost, schedule, and performance constraints. While the program
office usually has a Chief Engineer or Lead Systems Engineer in charge of implementing the
system engineering process, personnel from non-systems engineering organizations or from
outside the program management structure may also perform activities related to systems
engineering. Most program personnel should see themselves as participants in the systems
engineering processes.”

“Early and effective employment of systems engineering, applied in accordance with a well-
structured Systems Engineering Plan, and monitored with meaningful systems engineering
technical reviews, will reduce program risk and identify potential management issues in a timely
manner.”

Therefore, DoD is adopting a systems engineering approach to acquisition to ensure that the
Program Management Office pursues RAM as it has been proven to be crucial to reducing the
total ownership cost of a system and improving operational readiness, but at the same time the
pursuit of RAM can not be achieved at the expense of other programmatic or technical
considerations.

Improved RAM will drive down support costs, since a reliable system will require fewer repairs
and fewer spare parts; thus reliability improves and support costs decrease. A maintainable
system translates into the ability to make repairs quickly, lowering the delay times and the total
number of systems that DoD must own to accomplish a goal; therefore with fewer systems
required and quicker repair times, support costs decrease. An available system provides
increased mission capability; as downtime decreases so do support costs.

While improved RAM lowers support costs, it is often more expensive to acquire a system with
improved RAM. Therefore, achieving the desired system RAM is often a tradeoff with the
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product acquisition price. Although RAM and product acquisition price must be balanced it is
important to note that good RAM saves money in the out-years of the system’s life cycle.

Total ownership cost (TOC) and life cycle cost are nearly interchangeable terms used to define
the sum of all financial resources necessary to organize, equip, and sustain military forces
sufficient to meet national goals in compliance with all laws, all policies applicable to DoD, all
standards in effect for readiness, safety, and quality of life, and all other official measures of
performance for DoD and its components. TOC is comprised of the costs to research, develop,
acquire, own, operate, and dispose of defense systems, other equipment and real property, the
costs to recruit, retain, separate, and otherwise support military and civilian personnel, and all
other costs of business operations in the DoD.

Figure 2-2 illustrates the typical total ownership cost or life cycle cost associated with a system’s
life cycle. Notice that acquisition costs are only a fraction of the total ownership cost for the
system. This “tip of the iceberg” effect is not the exception, but instead is the rule for system
acquisition programs.

Life Cvele Costs

=

O&S Costs are
typically the bulk of
the iceberg

=

The Life Cycle Cost lceberg
(Adapted from “Life Cycle Cost and
Economics Analysis” by Fabrycky & Blanchard)

Acquisibion Cost

Computer Risawces Cast

Tasl and Sugpor
Equipsiant Coal

FIGURE 2-2: Life Cycle Cost Iceberg
Figure 2-2 identifies the following costs associated with the life cycle cost iceberg:

o System Operation Cost: Base cost to operate the system including paying the users, fuel
for the system, and so on.

o Distribution Cost: Cost to ship the product to its destination.

o Computer Resource Cost: Often when deploying a new system, personnel will be
deployed with the system and the personnel will need new computers. New complex
systems will require extensive computing capability to accommodate on-board recorded
data for various disciplines. Therefore no matter how simple the new system may be
there will be some computing time added to the O&S costs.

o Maintenance Cost: Costs to conduct routine maintenance, at whatever level, including
compatibility using Automated Maintenance Environment (AME) tools and resources.
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o Test and Support Equipment Cost: Costs associated with developing and acquiring
diagnostic equipment and tools required for the new system.

o Training Cost: All systems require some level of costs to train users and maintainers on
how to use and maintain the new system.

« Supply Support Cost: Costs associated with shipping spare parts, returning faulty parts to
the depot for repair, etc.

« Retirement and Disposal/Recycling Cost: Eventually the new system will reach the end
of its useful life and must be appropriately discarded to comply with Federal regulations
and to ensure public safety.

o Technical Data Cost: Developing a library of technical data is vital for any complex
system and there will be costs associated with collecting, maintaining, and analyzing this
technical data.

o In-Service Engineering and Logistics Cost: The cost associated with the management
and execution of the above life cycle requirements.

Section 2.6 addresses the integration of the four key steps for achieving RAM through a systems
engineering approach within the current DoD acquisition management processes.

2.2 Step 1: Understand and Document User Needs and Constraints

The first priority in an acquisition program is to thoroughly understand what the customer needs
and expects (the customer includes those whom will operate, maintain, and support the capability
being acquired). The user needs should include the wartime and peacetime usage rates, the use
environments, the non-operating duration and conditions, the operational constraints of the
maintenance and supply system, and the logistics footprint. In cases of an equipment or
capability replacement situation, it should identify limitations of the current capability or system
and its support concept, define the current RAM burden'?, propose or document desired changes,
identify design constraints (from manpower, training, etc.), and define expected system stress
(environmental, usage, etc.). Potential threats to the capability should be addressed during this
phase of the acquisition life cycle also.

The role that the customer (i.e., individual or organization that commissions the engineering of a
system or the prospective buyer of system/capability) plays in acquisition is in defining the
operation, maintenance and support concepts; developing the doctrine, training, personnel and
leadership elements of the capability; and providing data from fielded systems performing
missions similar to those planned for the new capability. The more completely a developer
understands the user needs and constraints, the more likely the end result will satisfy the user. It
has been said that it is much more difficult to hit a moving target; therefore, the more the
developer understands the user needs and constraints, the better the final design should be.

Systems engineering is the process that controls the technical system development effort with the
goal of achieving an optimum balance of all system elements. The process transforms a

1 The purpose of acquisition is for the new capability to improve upon the current capability. Therefore, the RAM
burden can be defined as the penalty that a system pays in terms of operation and support costs, in maintenance
manpower, in downtime, or in the supply chain due to the unreliability, unavailability, or unmaintainability of the
existing capability versus what acquiring a new capability could provide.
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customer’s needs into clearly defined system parameters and allocates and integrates those
parameters to the various development disciplines needed to realize the system products and
processes. Systems engineering attempts to optimize effectiveness and affordability as the
system/capability is developed. The systems engineering process fulfills two fundamental
purposes:

1. Makes sure that the question (What are the user needs and constraints?) is answered
before designing the answer.

2. Coordinates, focuses, and balances the technical efforts of all involved throughout the
acquisition process.

2.2.1 Mission and Goals for Step 1

The mission of Step 1: Understand and Document User Needs and Constraints, is to develop an
understanding of the needs for the given system capability so that the acquisition process can
fulfill those needs. By the end of this step the following goals should be addressed.

o The levels of RAM that the user requires are defined, quantified, documented, and
assessed as achievable.

o The rationale for RAM requirements is explained to guide trade-off studies and
evaluations.

o The top-level program plan for achieving RAM is developed in a manner that ensures
that RAM requirements are achievable.

Through understanding user needs and constraints, the required RAM for the new capability
begins to be defined. A series of analyses are conducted early in this step to establish the case
for a materiel approach to resolve a gap in capability. The primary focus of Defense acquisition
is to acquire quality products that balance the process of satisfying user needs (while improving
mission capability and operational support) as well as adhering to scheduling constraints and
justifiable acquisition costs'®. The current mission capability and operational support are the
baseline against which the new system will be measured, so those performance factors need to be
defined and documented. During capability analysis'’, time and resources need to be set aside to
measure and characterize current operational experience, organize and record RAM data as well
as supply chain performance data, interpret the data, and draw conclusions about the causes of
shortfalls. It is also imperative to understand and document software design complexity and
influence on RAM.

' DoD Directive Number 5000.1 states, “The primary objective of Defense acquisition is to acquire quality products
that satisfy user needs with measurable improvements to mission capability and operational support, in a timely
manner, and at a fair and reasonable price.”

'3 Capability analysis and development was previously called the requirements process. Currently in the DoD, the
Joint Capabilities Integration and Development System (JCIDS) is the activity that defines new capabilities. The
primary focus of JCIDS is to ensure that the joint force is properly equipped and supported to perform across the
range of military operations. The capabilities-based approach leverages the expertise of all government agencies,
industry and academia to identify improvements to existing capabilities and to develop new warfighting capabilities.
The JCIDS process defines needed capabilities through an analysis of doctrine, organization, training, materiel,
leadership, personnel and facilities (DOTMLPF). Needed levels of RAM are defined within this framework,
principally in the category of materiel.
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Thus the goal of this first step is to inform and share information among those who will have to
design, buy, use, and support the system. The information they need to share includes the users’
needs, how the system will be used or potentially misused, the environment of use and support,
the constraints on what support is available for the system, what information will be available to
decision makers, and how that information will be verified.

2.2.2 Organizations and People for Step 1

Many different organizations and a multitude of personnel must collaborate effectively to define
and then to achieve the needed capability. The partnership starts in Step 1 and continues
throughout the life cycle of the capability. For DoD capabilities, joint and service users,
technology developers, acquisition program offices, systems engineering IPT, supporters, testers,
and senior leaders work together to develop the capability and apply the four steps to yield the
required levels of RAM. Government offices form partnerships with industry contractors to
achieve this goal. The heaviest use of contractors is during the activities of steps two and three
(i.e., design/redesign and produce). Contractors can also perform important functions in Step 1
(i.e., by developing technologies with high RAM, and providing expert judgment on RAM
requirements and realism) as well as in Step 4 (i.e., by supporting and continuing the
improvement of RAM levels during the operating phase of the life cycle).

The individual responsible for RAM should have the necessary authority to fully participate in
the system acquisition process and obtain the resources for achieving satisfactory levels of RAM.

2.2.3 Supporting Information for Step 1

A vast majority of the required information to support the completion of Step 1 is taken from
existing information pertaining to the system that the capability being acquired will improve
upon. This information includes field experience, current logistics and manpower requirements,
current user “wish lists,” and technical improvements needed for the current system. However,
if the replacement system incorporates more complex technology (software for example) than the
system being replaced, any analysis will take those differences into account.

Characterizing the total life cycle environment is essential during Step 1. Characterization is the
process of identifying relevant parameters (i.e., temperature, humidity, vibration, etc.) of the
expected environments for the capability and the realistic changes of values and durations for
these parameters. The total life cycle environment characteristics include:

o Storage

o Shipping and handling

o Installation/Deployment
o Operation

o Maintenance
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2.2.4 Tools and Activities for Step 1

The tools needed to satisfactorily complete this step include: User Panels, Expert Judgment
Panels, and Preliminary RAM models. The activities may include: (1) developing a concept
system, (2) constructing a model of the system, (3) using the model and expert judgment to make
preliminary RAM estimates, (4) developing the RAM Rationale, (5) planning the RAM program,
and (6) beginning the RAM Case. All are addressed in more detail in later chapters. These last
three activities are closely related as identified in the bullets below. Although the RAM
Rationale, RAM Program Plan, and RAM Case can all be important tools when completing Step
I: Understand and Document User Needs and Constraints, their utilization may vary from
acquisition to acquisition. Almost always there will be a need for a RAM Program Plan and
often there is a strong desire to develop the RAM Rationale, but the benefit of the RAM Case
may often be overlooked.

o« The RAM Rationale defines the needed RAM characteristics, mission profile and use
environment. The RAM Rationale identifies the RAM requirements, and their analytical
basis, to be documented in the government’s RFP.

o The RAM Program Plan lays out the strategies, processes, resources, and organization to
achieve the RAM requirements. The RAM Program Plan manages the activities required
to achieve a reliable, available, and maintainable system.

o The RAM Case provides the record of how well requirements have been demonstrated at
each stage of the program. The RAM Case provides the evidence that the contractor
achieved RAM requirements. Therefore, without the RAM Case and the presentation of
the contractor’s evidence, some level of uncertainty is possible in terms of the
contractor’s ability to satisfy the RAM requirements as defined by the DoD personnel
(i.e., within RFP, contractual documents, etc.).

The systems engineering approach to the acquisition process recommends technical reviews to
confirm outputs of the acquisition phases and major technical efforts within the technical phases.
During Step 1: Understand and Document User Needs and Constraints the following technical
reviews should be conducted.

o Initial Technical Review (ITR): Multi-disciplined technical review to support a
program’s initial Program Objective Memorandum submission. This review ensures that
a program’s technical baseline is sufficiently rigorous to support a valid cost estimate
(with acceptable cost risk), and enable an independent assessment of that estimate by
cost, technical, and program management subject matter experts. If COTS equipment or
a Non-Developmental Item (NDI) is being considered, pertinent data must be obtained to
assess feasibility of using the system. The ITR assesses the preliminary RAM estimates,
RAM Rationale, and RAM Program Plan.

o Alternative System Review (ASR): Multi-disciplined technical review that ensures that
the system’s requirements agree with the customers’ needs and expectations and that the
system under review (including COTS/NDI) can proceed into the Technology
Development phase of the acquisition process. The ASR verifies the feasibility of RAM
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requirements with the aid of comprehensive risk assessments'® as well as trade
studies/technical demonstrations.

o System Requirements Review (SRR): Multi-functional technical review that ensures all
system and performance requirements derived from the Capability Development
Document are defined and consistent with cost, schedule, risk, and other system
constraints. The review determines the direction and progress of the systems engineering
effort and the degree of convergence upon a balanced and complete configuration. The
SRR provides the preliminary allocation of system requirements (RAM) to hardware,
human, and software subsystems. It also verifies that test methods and acceptance
criteria, based on use of agreed-to verification methods, are incorporated into schedules,
facilities requirements, manpower needs, and other programmatic imperatives.

o Integrated Baseline Review (IBR): The IBR should be conducted throughout the
acquisition process when Earned Value Management is required as the focus of the IBR
is financial, but should include important technical considerations as well. The IBR
identifies project milestones and resources as well as ensuring objective and rationale
system measurements (RAM) are identified.

2.2.4.1 Develop a Conceptual RAM Model of the System

Based on the needs defined by the user and mission analysis, the system developer creates a
conceptual model of the system. The first iteration of the conceptual model identifies the major
subsystems, and probable manufacturing processes, and makes an estimate of the potential
system performance. The conceptual model evolves as information is gained during the
development process and serves as the framework for analyzing, allocating, and achieving RAM
requirements.

The portion of the conceptual model for analyzing, allocating and achieving RAM often takes
the form of a logic model, such as a reliability block diagram. Computer-based logic models
facilitate the computation of the expected system-level RAM metrics, trade-offs among
competing designs on the basis of their RAM metrics, and the identification of weaknesses in the
various designs.

Reliability modeling'’ has numerous benefits in addition to reliability allocation among
subsystems. It is useful in all phases of the life cycle. Using reliability modeling can:

o Improve understanding of the equipment,

o Allow an early evaluation of design alternatives,

o Identify critical subsystems, components, and parts as well as their interactions, and
» Guide resource allocations to portions of the equipment most needing improvement.

Before finalizing a formal definition of user needs for acquisition (for example in a Capability
Development Document), an analysis of RAM technical feasibility is needed. This provides a
high level review of the RAM risks associated with the program and identifies areas of concern

' Various checklists can assist in risk identification. Naval Air Systems Command uses their Systems Engineering
Technical Review Checklist which identifies risk by program phase.
7 More information on reliability modeling and the reliability block diagram is in Chapter 4, Section 4.5.2.5.
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that require greater developmental resources, technical investigation or closer management
attention. This is particularly important if the proposal includes integration of COTS/NDI
equipment. If the risk level is high, alternative courses of action (technological development,
alternative requirements or different strategies) should be formulated, which can proceed in
parallel.

2.2.4.2  Elicit Expert Judgment

While much data and knowledge about subsystems can be found in the reliability literature, the
information and wisdom necessary to put it all together in a system that works will come from
people who have worked similar problems before. Though it may be premature to predict
system level RAM this early, consulting experts (the more independent the better) can reveal risk
areas, failure modes, and risk reduction activities for design consideration. Statisticians and
researchers have developed formal techniques to elicit expert judgment, structure questions to
learn what is known and unknown about components, failure modes, and reliability of similar
components, subsystems and systems. They have also developed techniques to calculate
reliability by combining different types of data from these sources. It is also important to
examine lessons learned from other programs using similar technology or design approaches.
All these sources can help the conceptual design process and provide a foundation for
engineering design. For example, high-risk components should be identified for design
improvement, parallel development or special testing, and qualification activities

2.2.4.3 Calculate Initial Reliability

Using the system model and information about reliability, availability, and maintainability of the
system elements from expert judgment panels or other sources, calculate an initial estimate of
system reliability. Identify potential and likely failure modes and causes, and then plan how to
implement design, assessment, and test activities to avoid, remove, or mitigate the unacceptable
risk failure modes and causes.

2.2.4.4 Develop the RAM Rationale

A RAM Rationale documents the results of analyses conducted during Step 1. This information
becomes the basis for developing RAM related portions of the request for proposal and
contract(s) to design, develop, test, produce, deploy and operate the capability. The RAM
Rationale also supports: trade-off studies to balance cost and performance; development test
planning and evaluation; and operational test and evaluation. The core elements of the RAM
Rationale are:

o Quantitative measures of the levels of reliability, availability and maintainability needed
by the user, in operational terms, as well as corresponding quantitative measures in
contractual terms for use in the RFP and contract.

e An operational mode summary and mission profile, which quantifies how and in what
environments the capability will be used throughout the life cycle.
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o The hardware and software failure definitions and scoring criteria for assessing mission
failures and logistics failures during modeling, simulation, test and other activities used
for estimating, verifying, or predicting levels of RAM.

The RAM Rationale also:

o Explains why the RAM levels are needed and how they interact and relate to other
aspects of the capability (such as performance, force structure, affordability, support
concept/plan, logistics footprint); and

e Documents RAM performance of current capability to provide the basis for assessing
measurable improvements to mission capability and operational support.

The RAM Rationale flows into the Joint Capabilities Integration and Development System
(JCIDS) process to define RAM-related aspects of the needed capability. JCIDS documentation
provides a formal communication of capability needs between the joint operator and the
acquisition, test and evaluation, and resource management communities. The first product of the
JCIDS process is the Initial Capabilities Document (ICD). The Analysis of Alternatives (AoA)
is an evaluation of the operational effectiveness, operational suitability and estimated costs of
alternative systems to meet a mission capability. The focus of the AoA is to refine the selected
concept documented in the approved ICD.

2.2.4.5 Develop the RAM Program Plan

The RAM Program Plan'® (RAMPP) provides a comprehensive compendium of the RAM
activities, functions, processes, test strategies, measurement, data collection, resources and
timelines required to ensure system RAM maturation. The RAMPP supports demonstration of
both contractual and operational requirements. The plan provides visibility into the management
and organizational structure of those responsible (both contractor and government) for the
conduct of RAM activities. Additionally, the plan provides information on proven design
techniques to be used in the program; test strategies (for surfacing failure modes and for
requirement demonstration); a description of the activities and processes to ensure retention of
requisite RAM levels in production; and future plans for monitoring RAM in the field and the
mechanisms for incorporating needed corrective actions (design and/or manufacturing) in the
field. Resources to execute the program are well defined and a schedule developed for the
conduct of RAM activities within required program acquisition timelines. A RAMPP should be
developed both by the contractor, delineating those activities supporting the attainment of the
system specification, and the government program office which provides an expansion of
contract activities to include government developmental and operational test activities supporting
and confirming attainment of operational requirements. The plan is tailored to each system. For
those systems that are totally Non-Developmental Item (NDI) acquisitions, the RAMPP focuses
on contractor verification of RAM claims and manufacturing processes in place (given item is
not yet in production), which will ensure item retains its inherent RAM design characteristics

18 Based on “Reliability Program Plan (RPP) Guidelines,” Submitted as requirements for DA RAM Panel, Stephen
P. Yuhas, Chair, Validation Subgroup, March 28, 2001.
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during production and operations. The contractor provides evidence, based on verification test
data, that the system meets RAM contract requirements and the RAM Rationale.

2.2.4.6 Translate Operational RAM Metrics into Contractual Terms

It is imperative that the operational RAM metrics associated with the system are translated into
contractual terms that become system RAM requirements within the RFP and contract. For
acquisition of an overall weapons system, an overall RAM requirement including Integrated
Diagnostics should be imposed in the contract and demonstrated. A lesson learned from previous
system procurements is that the prime contractor is reluctant to expend valuable resources late in
development, to refine integrated system anomalies, unless there is an overall requirement to be
met. Individual system BIT performance is often directed to primary computers or controllers,
which may be acceptable from a vendor or developer’s standpoint, but to a user’s standpoint, the
overall integrated system output is what is seen and used to effect repair. This is particularly true
for multi-component integrated systems such as fuel, propulsion and environmental control on
complex airborne weapons systems. RAM metrics take many forms, e.g., mean time between
failure (MTBF). MTBF is commonly used, but it is frequently not the best choice. For one-shot
devices, a probability of mission success is more appropriate. See Section 3.2 for more
information on RAM metrics. Whatever metrics are used, operational requirements can be
converted into contractual requirements by several methods, including:

e Apply a Formal Translator: Formal translators are the equation used to convert
operational jargon into contractual jargon and vice versa. The Reliability Analysis
Center developed many translators for the DoD, which are included in its Reliability
Toolkit: Commercial Practices Edition. Another translator used in Naval Aviation is
the NAVAIR (4.9.4) Audit Trail'®, which considers many of the variables used to
convert operational metrics to contractual requirements.

o Apply Systems Engineering Approach: A systems engineering approach can be applied
to determine how much mean time between failure (MTBF) is necessary to protect the
user’s required mean time between maintenance (MTBM) for reliability.  This
determination is somewhat based on the definition of “time” and “failure” as stated in the
contract specification. A MTBF value should be determined that can be placed in the
specification that will protect the user’s interest.

o Apply Cost, Schedule, and Other Constraints: This method translates the operational
requirements into contractual requirements based on a specified budget or a specified
period of time. (i.e., Given a specified budget, how much MTBF can we afford to buy?
Given a specified period of time, how much MTBF would the contractor be able to
incorporate into the design?)

o Ask the Contractor “What is the best that can be done?” Translating requirements from
operational to contractual based on what the contractor can provide will often not relate
well to what is specified in terms of the user’s needs and constraints.

The NAVAIR (4.9.4) Audit Trail is a model that can be tailored to various equipment/platform applications and
uses internal application programs that provide factors proven through lessons learned from other programs. The
output provides realistic and achievable quantitative Operational, TEMP and Equipment Specification requirement
recommendations.
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o Apply a Policy: If a DoD or Service RAM translation policy is in existence when RAM
contractual requirements are being formulated, that policy needs to be considered as part
of the translation effort. That is not to say the policy should be applied blindly without
the application of sound engineering judgment. Like any other policy statement, its
applicability and effectiveness must be judged in the context of the program to which the
policy is being applied, otherwise, it could drive up costs unnecessarily, and/or may be
technically unachievable.

2.2.4.7 Begin to Build the RAM Case

The RAM Case is a reasoned, auditable record to document how well a defined system supports
the RAM requirements. It provides progressive assurance that RAM requirements are being
developed, implemented, verified, enforced and that the requirements can be achieved. The case
evolves between the customer and supplier as the project evolves. Initially the customer is the
government acquisition organization; eventually, it is subsequently the user. Reliability analyses
are not an after-the-fact documentation of what resulted during the design process, but an active
integral part of the design process. Immediate action should be taken if unacceptable analysis
results are found. See Chapter 3 for more information on the RAM Case.

2.2.5 Outputs and Documentation for Step 1
Outputs from Step 1 document the user needs and inform the subsequent activities.

o Documentation of the model provides the baseline for subsequent assessments.

o Initial RAM projections provide the basis for technology development, fault mitigation,
and risk reduction activities in pre-systems acquisition.

o The RAM Rationale describes the level of reliability, availability, and maintainability the
user needs in order to achieve TOC, system readiness, and mission performance goals. In
DoD acquisition framework, the RAM Rationale is summarized in the Analysis of
Alternatives (AoA), and later updated in the Capability Development Document (CDD)
and the Capability Production Document (CPD).

o The RAM Program Plan describes the structured series of RAM related activities that
will achieve the needed RAM levels.

e The RAM Case is the accumulated evidence, at any point in the program, of
demonstrated progress toward achieving the users’ RAM needs.

Formal documentation is essential for recording user-needed capabilities, guiding the program,
and providing the rationale for the selected levels of RAM. It also makes the analysis readily
available for peer review or independent audit.

2.3 Step 2: Design and Resign for RAM
Designing for RAM begins with sound analyses, involves implementing sound design

approaches, addresses RAM at successive levels of integration starting at the system and
working through the indentures down to the individual components, and includes RAM-related
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developmental testing. A good design process will aid in the reduction and elimination of risks
to mission success at a point where the costs of such efforts are at their minimum.

Designing for RAM should address not only the system but also: the processes used to
manufacture the system, the expected maintenance system, logistics system, and the operational
constraints. Manufacturing can introduce flaws, which in turn can lead to failures in the field.
The RAM aspects of design and manufacturing should be an integral part of the system
engineering process, so that RAM requirements will be addressed concurrently with other
performance requirements. As discussed in previous sections, systems engineering activities can
be directed to designing and manufacturing reliability and maintainability into the system, but
availability is the function of this inherent reliability and maintainability as well as the system’s
supportability and producibility. It is essential that reliability/maintainability activities be
integrated into the overall design effort, thereby avoiding duplicative effort and making the best
use of the output and results of analyses and tests. RAM considerations should be a part of all
design decisions, trade-offs, and activities from the beginning of the design effort. In this
respect, RAM is the same as any other design characteristic.

User constraints are also design constraints. The way in which a user measures the RAM of a
system may not be directly meaningful or suitable as an engineering design specification.
Although some factors may not be under the developer’s control, they should still be accounted
for in establishing the design RAM requirements and in the design of the system itself. For
example, the developer usually can anticipate that many failures affecting RAM performance
could be caused (or prevented) by the design, whereas other failures could be caused during
manufacturing, use, or repair. During the design phase it is best to assume all failures are design
related. That is if a design can be assembled incorrectly, it will be misassembled. If the design
allows the system to be used improperly, it will be so used. If a repair can be done wrong, a part
inserted backwards, for example, it will eventually be done wrong. For complex weapons
systems, software anomalies may only surface when an unlikely set of circumstances occur
simultaneously. In an operational environment, these circumstances are found to occur much
more than anticipated and become a liability to overall RAM attributes.

2.3.1 Miission and Goals for Step 2

The mission of Step 2: Design and Redesign for RAM, is to develop the design to satisfy the
requirements for the desired capability. The design must satisfy all design specifications and be
producible. When the design is produced and deployed it must also meet all user requirements.
A systems engineering approach using an interdisciplinary team ensures that required
performance characteristics including RAM requirements are achieved. Performance will not be
met without a continued focus, which an interdisciplinary team provides as each team member
“champions” a design specification to satisfy the user requirements. The design’s RAM is
achieved no differently as it involves an iterative process that will: (1) eliminate the expected
failure modes of the design to maximize reliability, improving RAM, (2) actively pursue a design
that can not only be maintained, but maintained efficiently, and (3) acquire availability through
the combination of high reliability and high maintainability as well as the availability of adequate
logistics support (i.e., maintainer, spares, test equipment, procedures, publications,
managements, etc.). Targeted levels of RAM are more likely to be achieved when designers
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accurately anticipate and accommodate the operational, environmental and support factors that
will be applicable to the fielded system.

Beginning with the design of the system, RAM should be considered explicitly:

o Examine the design and its detail.

o Examine subsystems, assemblies, subassemblies, and components: identify “knowns”
and “unknowns” about each indenture level within the system (mitigate risk to success).

« Find, analyze, and mitigate failure modes and failure mechanisms.

o Avoid delaying corrective action in development.

o Account for manufacturing. The design can contribute to minimizing quality control
problems that will cause mission failures in the field.

« Evaluate the maintainability and supportability of the system such as the accessibility of
components that might need to be replaced, the completeness of the built-in test
equipment, the presence of on-board instrumentation, or consider issues of sparing and
support

o Develop a (ground) maintenance support system to support maintenance decisions in the
User's environment using data recorders to support tasks such as maintenance planning,
scheduling, configuration management, operator debrief, and usage data collection such
as operating hours or cycles. Some modern designs must be supported in the Automated
Maintenance Environment (AME) and must be designed for this support concept.

o Develop a representative prototype of the system, and, where possible, identify
composition of subsystems, assemblies, subassemblies, and components.

o Verify that RAM is achieved in representative conditions, using developmental testing or
similar activities.

2.3.2 Organizations and People for Step 2

During the design phase of the system acquisition the DoD will assign a relevant Program
Manager, Chief Engineer or Lead Systems Engineer and team members, including end users and
maintainers, with various responsibilities (including RAM). The contractor will have at least a
Project Manager, but may have staff relevant to RAM requirements, such as a Lead Systems
Engineer, Logistics Engineering Manager, and a RAM Manager. The development contractor
will utilize an interdisciplinary team with RAM being just one part of the team’s focus.

The individual responsible for RAM should have the appropriate understanding and authority to
incorporate RAM into each phase of acquisition. This person should fully participate in
development decisions, design and performance reviews, trade studies and support planning.
This function works best as part of an interdisciplinary team that includes operational, test, and
support staff. The reason all these people are necessary is that the selection of specific activities
by the RAM Manager and the implementation of those activities requires a solid understanding
of design, the system requirements, and the relative value of a given activity in achieving the
required levels of RAM. Achieving required RAM is a team effort of contractor and defense
personnel working together with a unified and determined aim of producing an effective system.
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2.3.3 Supporting Information for Step 2

The outputs of Step 1 (i.e., reliability model documentation, initial RAM predictions, RAM
Rationale, RAMPP, and RAM Case) are the basis of the supporting information for Step 2. Each
of those outputs becomes inputs during this phase and should be refined during Step 2.

As stated earlier targeted levels of RAM are more likely to be achieved when designers
accurately anticipate and accommodate the operational, environmental, and support factors
applicable to the fielded system. Designers rely on documentation from previous acquisition
phases as well as their preliminary RAM Program Plan (RAMPP), System Engineering Plan
(SEP), and Test and Evaluation Master Plan (TEMP). Other documentation that is referenced for
the constraints and boundaries which the design must operate and be sustained include:

e Operational concept documentation

o Logistics and maintenance support (concept) documentation

o Life cycle environmental information

o Integrated diagnostic software functional design and operation documentation.

The system’s design and support concept should be an iterative process that starts with the initial
development of this concept with refinement in the subsequent steps. The system’s design
should be updated based on the output from the RAM model, information from component and
vendor performance, detection of failure modes, and the results of analyses and mitigation plans.

2.3.4 Tools and Activities for Step 2

The majority of tools and activities traditionally discussed in textbooks on RAM are utilized
during the design (and redesign) process. They include:

« Contractor Incentives - The contract shapes how the work is actually performed.

o Good Systems Engineering — Consists of reliability roadmaps and looking at every aspect
from the operations concept to manufacture with a continued focus on RAM. Link
design and reliability testing. Conduct operational assessments that translate RAM into
the broader context of force structure, mission success, cost/budgets, and readiness (i.e.,
developing RAM specifications). Assess impacts on operations in general and more
specifically before completing a trade-off that will affect RAM.

e RAM Design Tools - Conduct formal design reviews and use the specific tools for
addressing RAM such as FMEA, FTA, RBD, WCCA, LCC, and Testability Analysis
(TA) (all will be described later), reliability tests, embedded diagnostic and prognostic
instrumentation in the design, and a logistic support analysis. Apply appropriate
Protocols and Standards/Military Specifications.

o Reliability Growth Testing (RGT) Analysis Methodology: RGT analysis monitors
improvements in reliability while deficiencies are being identified and fixed.
Methodology also can assess the impact of design changes and corrective actions on the
reliability growth rate of the system, specifically during O&S design changes to the
deployed system.
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Technical reviews continue in Step 2 as the Systems Engineering Plan is updated. The following
technical reviews are conducted during Step 2: Design and Redesign for RAM.

o System Functional Review (SFR): Technical review determines if system under review
can proceed into preliminary design. SFR ensures that functional performance
requirements derived from the Capability Development Document are defined and are
consistent with program budget, program schedule, risk, and other system constraints.
The SFR includes updated risk assessments (identifying critical items) and an approved
Product Support Plan (aimed at reducing logistics footprint). SFR determines whether
RAM functional performance requirements are fully defined and consistent with the
performance specification. The SFR is the ideal forum to assess the prime Contractor's
proposed diagnostics concept and other supportability aspects that are not generally
available through acquisition documentation. This information can then be discussed as
design relevant topics in the following reviews.

o Preliminary Design Review (PDR): A successful PDR is predicated on the Integrated
Product Team’s determination that the subsystem requirements, subsystem preliminary
design, results of peer reviews, and plans for development and testing form a satisfactory
basis for proceeding into detailed design and test procedure development. The PDR must
determine if the design will be operationally suitable and effective (i.e., development
testing and operational testing). PDR assesses whether the preliminary RAM design will
satisfy end user and maintainer requirements.

o Critical Design Review (CDR): The purpose of this design review is to ensure that the
system under review can proceed into system fabrication, demonstration, and test while
meeting the stated performance requirements within cost, schedule, risk, and other system
constraints. The Program Manager should tailor the review to the technical scope and
risk of the system, and address the CDR in the Systems Engineering Plan. CDR success
is based on the ability to satisfy the Capability Development Document, identify critical
safety items/applications, identify key product characteristics impacting RAM, and
ensuring overall system success. CDR assesses whether the final RAM design will
satisfy user requirements.

o Test Readiness Review (TRR): A multi-disciplined technical review to ensure that the
subsystem or system under review is ready to proceed into formal test. The TRR assesses
test objectives, test methods and procedures, scope of tests, and safety as well as
confirming that required test resources have been properly identified and coordinated to
support planned tests. TRR assesses the ability of tests to confirm RAM requirements.

2.3.4.1 Contractor Incentives

Contractors should understand and implement sound RAM design processes to satisfy military
needs. A well thought-out approach will reduce cost and risk. The developers of this approach
must understand that a contractor can only deliver that which is in the contract. Therefore, there
should be incentives in the contract to ensure that the contractors utilize the desired approach.
Some examples of contractor incentives include: incentive fees, requirements for RAM
demonstrations before the full rate production decision, and, where applicable, contracts that
include multiple years of maintenance support at a fixed fee.
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2.3.4.2 Good System Engineering Design Tools for RAM

The most important thing is to have a good closed-loop system of data collection, analysis and
dissemination to identify and correct failures of a product or process. This closed-loop system is
commonly referred to as a Data Collection, Analysis, and Corrective Action System (DCACAS).
The DCACAS process will be discussed in detail within Chapter 4 of this guide.

A DCACAS process contributes to every other process in the development and deployment of
the system. Because all of the RAM analyses tend to be interwoven, they should utilize a
common database comprised of realistic assumptions and estimates and be initiated early in the
design phase. The program office and prime contractor should jointly develop detailed RAM
parameter definitions, including anticipated RAM performance reports. DCACAS data and
reports should be easily accessible to all program participants, for example, through a web based
portal.

2.3.4.3 Determining Uncertainty and Risk Associated with the Design,

This also involves prioritizing among design options and maturing the design for Production and
Deployment. There are activities appropriate to assessing the system design itself, even before
anything is assembled. These include using expert, independent judgment to determine the level
of uncertainty associated with the design. Using lessons learned and other programs’ available
information and expert judgment, a reliability model can be used to assess the risk (expected
loss) associated with the design. Such assessment can be used to refine the design if the level of
risk is unacceptable. The assessments can also guide where further testing and information
gathering is necessary. At any given point in the development of a system there will be many
different sources of information on the current RAM status and the projected (expected) ultimate
RAM performance. Combining these diverse sources of information is a highly technical
subject. Therefore, experts on such integration of information sources should be part of the
RAM Manager’s team. The RAM Manager’s team must determine what additional resources are
needed in order to reduce the uncertainty or risk associated with the design. This involves
assessment of the operational risks for the design too.

Some basic activities of assessing the design, maturing the design, implementing the design into
hardware and software, and maturing the implementation of the design, are included in Table 2-3
below. The total system end-to-end assessment, done as an operational test, is discussed later.
The preferred viewpoint is that other forms of total system end-to-end assessment should begin
as early as possible.




RAM Guide: Chapter 2 — Achieving RAM in Military Systems

TABLE 2-3: RAM Assessment Methods

Objective Stage of Development Activity Test/Analysis
1. Assess the Design Conceptual Model of Identify similarities and | e Failure Modes and Effects
system or design plans differences with current Analysis

system. Identify failure
modes known to similar
systems.

Fault Tree Analysis (FTA)
Finite Element Analysis
(FEA)

Thermal Analysis
Electromagnetic
Interference Analysis (EMI)
Worst Case Circuit Analysis
Durability Assessment
Software Architecture
Testability Analysis
Comparative Analysis

Calculate the RAM
using similar
components or expert
judgment.

Reliability Predictions
Durability Assessment
Simulation
Maintainability Analysis
Dormancy Analysis

2. Mature the Design

Design plans and
candidate components

Component testing in
realistic environment.

Reliability Testing
Maintainability (BIT) fault
insertion testing

Component Choice

Screen components to

Environmental Stress

eliminate latent part and Screening (ESS)
manufacturing process | o Highly Accelerated Stress
defects. Screening (HASS)

3. Implement the

Prototype or breadboard

Test functional

Highly Accelerated Life

Design operation to identify Testing (HALT) - Thermal
design limits, e HALT - Vibration
constraints, and e HALT - Combined
integration anomalies. (Thermal/vibration/ shock/

humidity/ dust / electrical
power instability)

e System integration and
software development
laboratories

4. Mature the Prototypes/initial Additional screening e HALT

Implementation production items and test for quality e HASS

control. e Integration and software
development laboratories
Quantify reliability e Reliability Growth Testing

improvement for
redesigned components,
etc.

(RGT)

Verify the ease of
maintenance for
production systems.
Verify fault detection
and isolation design
attributes

Maintainability
Demonstration

Initial BIT assessments
Fault insertion testing
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Verify the ability of e Durability Testing
production systems to
perform within
specification for
extended period of time.

Assessment is a process. Early in a program, the quality of the assessment will be coarse. Such
an assessment is adequate for making comparisons and making very general conclusions, but is
totally inappropriate for determining compliance, projecting spares, determining operational
suitability, etc. As additional information is gained through analysis, and the elicitation of expert
judgment, the assessment is improved.

2.3.4.4 Measurement
Measurement is needed for a variety of reasons including:

« Evaluating alternative choices of parts, materials, and processes,

« Providing a quantitative basis for design trade-offs,

o Comparing established RAM requirements with state-of-the-art feasibility,

o Providing guidance in budget and schedule decisions,

o Providing a uniform basis for proposal preparation, evaluation, and selection,

o Determining progress in meeting the RAM goals and requirements,

o Identifying and ranking potential problem areas and suggesting possible solutions,
« Providing a basis for selecting an economic warranty period, and

o Determining spares requirements.

2.3.4.5 Testing

There are many guides to good testing; this Guide will not include the depth of those guides, but
instead provide a top-level overview. This Guide will note what can be unique or important to
RAM testing. The most important thing to realize about the testing is that the testing should be
designed and integrated into the development to get a good system, not just a good number.
RAM testing is discussed within Chapter 4.

2.3.4.6 Design of Experiments

Design of Experiments (DOE) is a method for optimizing the parameters for a defined use
environment or to find a robust design (i.e., one well suited for a range of use environments).
DOE refers to a collection of methods for collecting and analyzing data under controlled
conditions. This collection includes methods for the design and analysis of simple experiments
as well as strategies for moving from one experiment to the next based on previous results. The
goal of all these methods is to maximize the information contained within and available from
relatively little data, this is accomplished by:

« Selecting factors and determining factor levels (sometimes called the treatments),
o Selecting the specific combination(s) of factor levels at which to run the experiment
(called interactions),
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» Selecting responses, and
o Precisely specifying the experimental procedure to be followed.

Each of these activities is governed by the experiment’s purpose. Methods for analyzing
experimental data are discussed in more detail in subsequent chapters.

Many factors can influence the operation and RAM performance of an item. These can include
environmental factors (temperature, vibration, and humidity), threats (e.g., electromagnetic
pulse), and operational concepts. Characterizing these environments is an important part of a
comprehensive RAM strategy. Characterization is the process of identifying the relevant
parameters (temperature, humidity, etc.) of the environments and the realistic ranges of values
and durations for these parameters.

RAM reviews should be routine, but two points are particularly important, the Preliminary
Design Review (PDR) and the Critical Design Review (CDR). At those points a thorough
assessment of the system’s RAM metrics must be conducted.

2.3.5 Outputs and Documentation for Step 2

The most important output of a successful Step 2 is the system design, and all of the tasks within
Step 2 should be directed towards the culmination of that design. Documentation centers on the
following aspects:

o Development process management,

o Documentation of design/development process,
« Documentation of results, and

o [Establishment of contract deliverables.

The starting point for the tasks of Step 2 concentrates on how the user will challenge the system
when in use. Any initial design should be evaluated with a formal documentation by a panel of
experts who must comment on what is known and unknown about the RAM implications of each
of the design choices. A model of the system’s RAM metrics can be used to document the
results. If the risks are unacceptable (i.e., too much unknown about a technology or a design), an
alternative might be explored either alone or in parallel.

PDR documents should contain or refer to these evaluations. They should also consider the
maintenance concept and the Integrated Logistic Support Concept. In other words, the PDR
should look at the whole system, including the interactions that the system will have with other
systems.

A successful approach will have all the activities integrated together. There will be a RAM
Program Plan, highlighting the relevance of each activity to achieving needed levels of RAM.
The main points of the RAM Program Plan, especially at the system level, will be summarized in
the Test and Evaluation Master Plan (TEMP). The RAM Program Plan, as discussed in Chapter
4, will outline the whole process of maturing RAM.
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The TEMP should provide the picture of how all the testing fits together and how the testing
produces a system that can confirm not only the system’s effectiveness at meeting the
performance objectives for the capability, but the required reliability, availability, and
maintainability as well.

2.4 Step 3: Produce Reliable and Maintainable Systems

The acquisition of a capability starts with the identification of the desired capability, followed by
a definition of the technology required to create the capability, and then the design, development
and demonstration of a system that will provide the capability. Throughout this acquisition
process particular attention is given to providing a capability that will be reliable, available, and
maintainable. This attention must continue as the capability is produced and deployed. The
quality and fidelity of production cannot improve the inherent RAM of a product, but poor
quality manufacturing or system integration can reduce the system’s inherent RAM when it is
deployed to the field.

2.4.1 Mission and Goals for Step 3

Manufacturing must be a controlled process that does not adversely affect the item with
production defects. During this phase, the production organization seeks to build production
units, demonstrate acceptable performance of these units, and have them pass acceptance testing,
without degrading the designed-in RAM levels of the system.

The goal here is to maintain designed (inherent) levels of RAM during production. All
production systems (prototype, low-rate initial production, and full-rate production) must strive
to meet the RAM objectives. Component choice, vendor choice, manufacturing technique, and
system integration are all important considerations that must be closely monitored during
production.

Unless the design is translated into a tangible system with a high degree of fidelity, the levels of
RAM observed in earlier analysis and discovery testing would not be seen in field use.
Manufacturing processes can introduce quality-related failures that will decrease reliability and
therefore, availability. There are two basic objectives of testing during the production phase of
system acquisition/development:

o Ensure that the RAM aspects of design are not negatively impacted by manufacturing
processes or functional software updates,
« Take appropriate action when RAM is negatively affected.

As pointed out earlier, the appropriate actions to improve RAM may include changes to the
manufacturing processes, improved manufacturing quality systems, changes to both hardware
and/or software designs, selection of better parts and materials, and additional training for
machine and process operators.
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The quality of the RAM analyses is significantly increased when worked in a coordinated
manner, using realistic assumptions, and when verification testing is part of the qualification
procedure.

2.4.2 Organizations and People for Step 3

In Step 3 management, engineering, and manufacturing must work together to deliver a quality
product. The people and organizations involved in the Production and Deployment phase are an
evolution of the staff team. The DoD program team that manages the design and development of
the capability often also has the responsibility of managing the production of the system that has
been developed to provide the capability. There must be a Quality Control Manager with a
strong voice during manufacturing (backed up by a design that allows for easy assessment of
reliability in the product) as well as a Production and Reliability Engineering Manager for the
retention of RAM capabilities developed in the prior acquisition process phases. Operational
Test and Evaluation (OT&E) staff, specifically a Project Office T&E Manager, will be needed
during production as government representation that can clearly state the acceptance testing and
criteria as well as the stock pile testing protocol.

2.4.3 Supporting Information for Step 3

Many of the outputs of the System Development and Demonstration phase become inputs to the
Production and Deployment phase of the acquisition life cycle. Design records, hardware and
software specifications and requirements, and procedures are just some of the documentation that
will be used during the system production. Statistical quality control charts are often used to
ensure that the manufacturing process is within contractual acceptance testing specifications as
defined in the design documentation. If production changes, from the preliminary production
processes and procedures that were documented in the design phases, are required due to an
affect on the form, fit, function, and interface of the manufactured item, it would necessitate
formal configuration review procedures to officially make the production changes. It is
important to ensure that these changes are also provided to supportability design groups in order
to keep them abreast of the evolving design.

2.4.4 Tools and Activities for Step 3

The RAM Program Plan shifts from design and pre-build metrics to assuring and verifying that
the required RAM characteristics are attained and retained throughout production. A system to
capture field data (i.e., DCACAS) must be in place and used to provide feedback to the
production process regarding the RAM characteristics. The DCACAS process is extremely
important in conducting fleet RAM assessments as well as identifying and addressing
engineering change proposals.

Contractor incentives remain a key motivational tool in Step 3 as they were in Step 2. Incentives
are directed to design—in reliability, ease maintenance, and reduce the logistic burden. Tying a
fixed price and fixed year support contract to the production contract provides an incentive for
high RAM designs. Quality control is a key manufacturer response desired during the
Production and Deployment phase.
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Programs for improving quality rely on statistical techniques such as control charts to analyze a
process or its outputs so as to take appropriate actions to achieve and maintain a state of
statistical control and to improve the process capability. Popular statistically based programs for
quality assurance include Taguchi, Six Sigma, and Deming. Statistical techniques for quality
control are addressed in Chapter 5, Section 5.5.13.

The emphasis of the production and manufacturing phase shifts to process control, quality
assurance, and environmental stress screening, which is also visible in the RAM activities
expected during this phase, such as:

o Environmental Stress Screening (ESS): Defined as the removal of latent part and
manufacturing process defects through application of environmental stimuli prior to
fielding the equipment. ESS and HASS will be used to ensure that reliable, available,
and maintainable systems are produced and deployed that will be devoid of latent part
and manufacturing process defects.

o Lot Acceptance Testing: Binomial and Poisson sampling has long been associated with
acceptance testing. Such sampling is carried out to provide an adequate degree of
assurance to the buyer that no more than some specified fraction of a batch of systems is
defective.

o Production Reliability Assurance Testing (PRAT): Performed to ensure that the reliability
of the hardware is not degraded as the result of changes in tooling, processes, workflow,
design, parts quality, or any other variables affecting production.

o Continuation of Growth/Test-Analyze-Fix-Test (TAFT): The process of growing
reliability and BIT performance, and testing the system to ensure that corrective actions
are effective was started in Step 2. In Step 3, the focus becomes ensuring that the
corrective actions are producible and equate to improved RAM in the produced system.

o Reliability Growth Testing Analysis Methodology: RGT analysis monitors improvements
in reliability while deficiencies are being identified and fixed. This methodology also can
assess the impact of design changes and corrective actions on the reliability growth rate
of the system, specifically during O&S design changes to the deployed system.

o Continued Maintenance/Maintainability Demonstration and Evaluation: Continuing this
assessment from Step 2 during Step 3, or OT&E, may be necessary and ensures that the
maintainability of the system has not changed from the preliminary design to the
production design or that the system has not been degraded by software updates.
Effective system BIT and overall system ID maturation is important to achieve OT&E
goals.

o Continued Reliability Quality Testing (RQT) and Acceptance Testing: The RAM
activities started in Step 2 shift from qualifying the proposed design to ensuring that the
manufacturing process is repeatable in producing acceptable system during the
Production and Deployment phase of Step 3.

o« DCACAS: The biggest change in the DCACAS process from Step 2 to Step 3 is where
the input data is captured. Instead of developmental testing being the primary source of
data, information can be captured from OT&E, other field sources, and ongoing PRAT.
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Several technical reviews are conducted during Step 3: Produce Reliable and Maintainable
Systems including:

245

System Verification Review (SVR): The purpose of the SVR or Functional Configuration
Audit is to evaluate the system under review to determine if it can proceed into Low-Rate
Initial Production and Full-Rate Production within cost, schedule, risk, and other system
constraints. SVR assesses the system final product to determine if it meets the functional
requirements, including RAM, documented in the Functional, Allocated, and Product
Baselines.

Production Readiness Review (PRR): The PRR examines a program to determine if the
design is ready for production and if the producer has accomplished adequate production
planning to ensure designed-in RAM levels are not degraded. At this review, the
Integrated Product Team should review the readiness of the manufacturing processes, the
Quality Management System, and the production planning (i.e., facilities, tooling and test
equipment capacity, personnel development and certification, process documentation,
inventory management, supplier management, etc.).

Operational Test Readiness Review (OTRR): The Program Manager may conduct
another TRR prior to Initial Operational Test and Evaluation (IOT&E). The OTRR
focuses on ensuring that the “production configuration” system can proceed into IOT&E
with a high probability of successfully completing the operational testing. The Full Rate
Production Decision may hinge on this successful determination. OTRR assesses the
ability of operational tests to confirm RAM requirements.

Physical Configuration Audit (PCA): The PCA is conducted in conjunction with the Full
Rate Production Decision as the PCA examines the actual configuration of an item being
produced to verify that the related design documentation matches the item as specified in
the contract. The PCA also confirms that the manufacturing processes, quality control
system, measurement and test equipment, and training are adequately planned, tracked,
and controlled in order to ensure that RAM is not degraded in the production process.
Additional PCAs should be performed throughout the system life cycle as necessitated by
changes in item design, manufacturing process and source of supply dictate.

Outputs and Documentation for Step 3

There will be numerous outputs and documentation at the conclusion of the Production and
Deployment phase of the system acquisition life cycle including:

Production process management
Acceptance test results
Production contract deliverables

The outputs and documentation are often customized to the program, project, and/or contract
requirements.
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2.5 Step 4: Monitor Field Experience

Once a system is deployed, the RAM program focuses on monitoring and sustaining the inherent
RAM that has been “designed in” the system. The system will have an inherent RAM potential
when it is produced, but without adequate knowledge about the operations and support concepts
the system RAM will be degraded. Therefore, much effort is required prior to deployment to
eliminate any known impediments that will degrade system RAM. Unfortunately not all
impediments will be known at the time of deployment, which increases the importance of data
collection when the system is deployed.

Collecting data from fielded systems is not simple unless the ability and means to collect field
data has been developed prior to fielding the system. The DCACAS used during testing (in
System Development and Demonstration as well as Production and Deployment phases) should
be the same as compatible with the DCACAS for collecting field data. The key issue is the
manner in which data will flow from the field into the DCACAS. For modern complex
equipment containing on-board data recorders, it is important to obtain all relevant data from the
recorder and retain it within the DCACAS for engineering evaluation and possible corrective
action. Other DCACAS inputs may include data from other equipment (e.g., hour meter,
voltmeter, speedometer, temperature gauge, pressure gauge, fuel gauge, etc.). Field incident
reports, combined with on-board data recorders, if available, can identify the how, what, where,
when, and why of each failure. However, if desired information is not on the field incident
report or data recorders are not available, it will never make it to the DCACAS database. Losing
meaningful information increases the importance of knowing what field data to collect, which is
often based on what an analyst may need in the future. With the “right” field data an analyst can
not only assess, but perform trend analysis of field RAM metrics, thus providing much needed
feedback to the user, design team, and manufacturer to correct RAM related problems so that
corrective actions can be implemented (either on the current system or future system).

2.5.1 Mission and Goals for Step 4
The goal of Step 4: Monitor Field Performance is to:

1. Maintain RAM performance during operational life,
If shortfalls are found early, identify RAM deficiencies for correction in the current
configuration, and

3. Provide a good baseline for the development of future systems (i.e., lessons learned).

Monitoring field performance enables the user to perform corrective actions as needed, but the
continuous monitoring of the deployed system enables the user to respond quickly and
effectively, thus improving their corrective action process. Monitoring field performance also
maintains RAM performance during operational life and feeds RAM deficiencies into the next
increment of evolutionary acquisition. Tracking RAM performance over time is an important
part of an overall strategy of achieving and sustaining required levels of RAM. If a problem
persists and RAM performance degrades below an acceptable threshold, then the problem must
be addressed, whether it is localized to a single system or across all systems. Over the life of a
system, many factors can affect RAM performance.
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2.5.2 Organizations and People for Step 4

The Program Manager is responsible for the total life cycle system management. As systems are
deployed and the acquisition life cycle moves to the Operations and Support phase, the
responsibilities of the development contractor and government design/system engineering team
decrease and those of the in-service organizations increase. The in-service organizations that
assume responsibilities during the Operations and Support phase include defense military and
civilian personnel, civilian contractors, and often a combination of both depending on the
program.

Lessons learned have shown that the experienced Systems Engineering RAM Team should stay
involved with monitoring field performance until the system no longer requires engineering
design, development, or test and evaluation, that is, until all RAM parameters and goals are
being met in the users’ environment. By combining the skills and knowledge of the System
Engineering RAM Team with that of the field engineering effort, the transition will become
much more smooth and cost effective. The presence of contractor field engineers at locations
where the system is being operated enhances communication between the user and the product
development and manufacturing team. As the new product meets the real deployed environment,
the potential for problems is high. A good field engineering effort, combined with the
experience of the system engineering RAM team, will provide understanding to operators and
maintainers as well as provide feedback of unanticipated problems to the development team to
speed the resolution of initial RAM and support problems. A robust field engineering effort
should be supported throughout the life cycle of a fielded system as new failure modes will
present themselves through all phases of field experience. This is particularly true for systems
with frequent incremental development and complex software controlled systems that are
continuously updated where changes may affect RAM.

An in-service manager with the support of a professional engineering team will take control of
the Failure Prevention and Review Board, failure analyses relating to the DCACAS, and logistics
responsibilities (spares support, logistics initiatives, modeling, and analysis).

2.5.3 Supporting Information for Step 4

Outputs of the Production and Deployment phase support the transition of the system into the
Operations and Support phase, specifically in the areas of in-service management and
engineering. Supporting production data includes:

o Configuration data

o FMEA results

o Critical Safety Item lists

o Fault Tree Analysis results

« Reliability Centered Maintenance (RCM) Analysis information
o DCACAS summaries

o Test results
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2.5.4 Tools and Activities for Step 4

There are several tools and activities that are used during the Operations and Support (O&S)
phase to assess and assure RAM. Many of the tools and activities were started in previous
phases of the acquisition life cycle, but must adjust to the change in focus in regards to assessing
and assuring RAM during the O&S phase. The tools and activities include:

« DCACAS Process: Backbone of assurance technologies (reliability, availability,
maintainability) as it provides the data needed to monitor system performance and
identify corrective actions to ensure RAM is not degraded after the system is deployed.

« Reliability Growth Testing Analysis Methodology: RGT analysis monitors improvements
in reliability while deficiencies are being identified and fixed. This methodology also can
assess the impact of design changes and corrective actions on the reliability growth rate
of the system, specifically during O&S design changes to the deployed system.

o Life Data Analysis: Supports overhaul decisions, changes to the maintenance concept,
and risk mitigation activities through statistical analysis of component, assembly, or
system data.

o Repair Strategy: Continually reviews maintenance and support concepts to ensure that
repair strategy is not introducing defects into the deployed system that degrade its
inherent RAM. This includes refinement of the on and off equipment maintenance
processes including the automated maintenance environment support strategy.

o BIT/ID Maturation: Defines the continuous process of eliminating false alarms and
improving fault detection and isolation as the system matures.

o« RCM: Logically determines (with the aid of life data analysis results) if preventive
maintenance makes sense for a given item and, if so, determining the appropriate time
and manner in which to conduct the preventive maintenance. As field performance is
monitored during O&S the focus is determining whether changes need to be made to the
preventive maintenance program.

« Condition-Based Maintenance: Defines optimal maintenance point that maximizes the
expected results (in terms of increased product output, decreased maintenance costs, etc.)
with the costs (both short-term and long-term) of implementing the maintenance. It is
important during O&S to verify that condition-based maintenance program is acceptable
based on the monitored field performance of the system.

o Parts Obsolescence and Diminishing Manufacturing Sources: Attempts to avoid
potentially expensive and time-consuming problem of searching for suitable replacement
parts for parts that are no longer manufactured or are no longer viable to produce
according to the current specification. Subcontractors and vendors need to be continually
contacted to ensure that parts obsolescence and diminishing manufacturing sources will
not affect the system during the O&S phase.

There is a technical review that is completed during Step 4: Monitor Field Performance, which is
the In-Service Review (ISR). The ISR is conducted periodically to ensure the system under
review is operationally deployed with well-understood and managed risk. This review
documents in-service RAM, operational system risk, system readiness, costs, trends, aging
equipment and out of production issue. Analysis identifies opportunities for refinement.
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2.5.,5 Outputs and Documentation for Step 4

Use of a structured and controlled data acquisition process provides the necessary information to
perform trend analyses on the behavior of the subject equipment/system and to support root
cause analyses of failure situations. Application of RAM tools and techniques is extremely data-
dependent and the root of: (1) oversight/insight into program or system behavior, (2) validation
decisions made earlier during the System Development and Demonstration phase and (3) the
identification of modifications/actions needed to sustain the program. For example, if reliability
centered maintenance (RCM) were used during design, operations will provide the opportunity
to validate or revise the maintenance decisions (redesign, condition monitoring, or run to failure)
that were made during the System Development and Demonstration phase. For the purpose of
capturing lessons learned that can be utilized on future programs, even one-shot item operation
provides the capability to explore what did and did not go well. The most essential ingredient
that will help guarantee the success of any operational RAM program is management’s
continuing commitment and support.

All RAM analysis activities are dependent on the available RAM data. It is important to
consider the desired outputs of the RAM analysis at the start of the RAM program, so that a data
collection system can be designed to capture the necessary inputs.

2.6 Acquisition Framework and Program Integration

This section addresses the four key steps for achieving RAM. These four steps, and the activities
supporting them, constitute a model for achieving customer needs for RAM over the system life
cycle. The steps have been evolved from successful, and unsuccessful, experiences in many
different product development environments. The model captures the essential management and
technical activities to ensure achieving the level of RAM needed by product users. The steps are
most effective when employed in a robust systems engineering environment.

In the Department of Defense, JCIDS and the Defense Acquisition System as defined in DoD
Directive 5000.1 and DoD Instruction 5000.2 provide the framework for how user needs or
requirements are defined, how products are acquired, and how funding is planned, programmed,
and budgeted. No matter how they change, the four key steps for achieving RAM can be
accommodated within them and provide the preferred approach for meeting these aspects of user
needs. The rest of this section summarizes the current defense processes for defining user needs
(JCIDS), and for acquiring materiel solutions to these needs (DoD 5000 Series), followed by an
approach for implementing the four key steps within these processes.

2.6.1 Current Process for Defining User Needs

The current DoD process for defining user needs is the Joint Capabilities Integration and
Development System (JCIDS), defined in the Chairman of the Joint Chiefs of Staff Instruction
(CJCSI) 3170.01D, dated 12 March 2004 and the Chairman of the Joint Chiefs of Staff Manual
(CJCSM) 3170.01A, dated 12 March 2004. The JCIDS implements a capabilities based
approach which leverages the expertise of government agencies, industry and academia to
identify improvements to existing capabilities and to develop new warfighting capabilities. The
approach uses a collaborative process that utilizes joint concepts to identify capability gaps and
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integrated materiel and non-materiel solutions to resolve those gaps. The JCIDS requires
substantially more analytical effort early in the process of capability definition in order to
provide a well-developed, integrated and supportable solution to the warfighter. The JCIDS
process provides the right environment for defining and documenting user needs and constraints
at the front end of the acquisition process. However, it does not directly force required levels of
RAM capability and logistics footprint in the ICD. The AoA refines the selected concept
documented in the ICD and evaluates the operational effectiveness and suitability and estimated
cost of alternative systems to meet a mission capability. Traditionally the requirements
generation process focused narrowly on the materiel system to be acquired. In addition to
materiel, the new JCIDS process also explicitly addresses the doctrine, organization, training,
materiel, leadership and education, personnel and facilities (DOTMLPF) aspects of the needed
capability.

2.6.2 Current Acquisition Framework

The current defense acquisition process is defined by two documents: DoD Directive Number
5000.1, The Defense Acquisition System, and DoD Instruction Number 5000.2, Operation of the
Defense Acquisition System, both dated May 12, 2003?°. The Defense Acquisition (5000 Series)
process and JCIDS were developed together to provide a better integration of user needs and the
process used to satisfy those needs. The stated primary objective of Defense acquisition is to
acquire quality products that satisfy user needs with measurable improvements to mission
capability and operational support, in a timely manner, and at a fair and reasonable price. As
with JCIDS, this 5000 Series framework provides the opportunity to focus on achieving the
user’s needs for RAM over the life cycle. Both also stress a collaborative team of users,
technologists, acquisition personnel and testers, from government, industry, and academia, which
is a key to implementing the four steps for achieving RAM.

Figure 2-3 illustrates the current DoD 5000 series acquisition phases and decision points. User
needs come from the collaborative process defined in JCIDS. Needs are defined for both the
materiel and the non-materiel elements of capability. Depending on the level of definition,
maturity, and feasibility, there are three phases and milestone decision points to enter the pre-
systems acquisition or systems acquisition process. The three phases are Concept Refinement,
Technology Development and System Development and Demonstration. The milestone decision
authority (MDA) can authorize entry into the acquisition system at any point consistent with
phase criteria and statutory requirements. DoDI 5000.2 lists specific entrance criteria and
statutory requirements.

%0 The defense acquisition process has changed numerous times over the years in terms of how the various phases of
the acquisition life cycle are identified (i.e., a single Concept and Technology Development phase in DoD 5000
series circa 2001 versus separate Concept Refinement and Technology Development phases in DoD 5000 series
circa 2003). No matter how the acquisition life cycle phases are defined, the goals, activities, processes, and
documentation that accompany them will remain, as will the four key steps to achieve RAM. Therefore, this guide
will reference the DoD 5000 series circa 2003 as the most current, but due to the likelihood of this being altered in
the future, more emphasis should be placed on the activities being carried out in each phase and on how the phases
interact with the four key steps than the names of the phases.
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FIGURE 2-3: The Defense Acquisition Management Framework

Concept Refinement (CR) starts with the approved ICD and concept decision as the first of the
three decision support processes in the acquisition management framework. The AoA is used to
assess critical technologies and demonstration needs. The result of the AoA is the basis for the
Technology Development Strategy (TDS). The TDS documents the program strategy, overall
program goals, and specific program goals and a test plan for the first incremental technology
demonstration. The MDA approves the TDS at Milestone A and the ICD is finalized for future
use in the Technology Development phase.

The purpose of the Technology Development (TD) phase is to assess the viability of
technologies and refine user requirements. The AoA guides the activity. The project exits this
phase when a useful capability has been defined, technology demonstrated, and systems can be
developed in a short (5 year) period of time. Technology, including software, is to be
demonstrated in a relevant environment, preferably an operational environment, sufficient to be
considered mature enough to be used in the following phase. Also during this phase, the user
prepares the Capability Development Document (CDD) to support program initiation at
Milestone B, better define program capability, and define the Key Performance Parameters
(KPP) to guide the next phase. The CDD builds on the ICD and provides detailed operational
performance parameters necessary to define the proposed system. TD ends with JROC approval
of the CDD and a Milestone B decision to begin system development.

The purpose of the System Development and Demonstration (SDD) phase is to develop the
system or improve the capability, reduce manufacturing risk, ensure operational suitability and
reduce logistics footprint, and demonstrate system integration. The approved CDD guides the
process. Entrance into this phase depends on technology maturity (including software),
approved requirements, and funding. Some programs enter the acquisition framework directly at
Milestone B, the beginning of SDD, without going through CR and TD if the MDA judges that
all Milestone B entrance criteria have been met. There is no shortcutting the development of
user needs.
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The Design Readiness Review, the second management level review, in mid SDD addresses a
number of important factors with respect to RAM accomplishment including planned corrective
actions to hardware/software deficiencies, adequate development, a completed failure modes and
effects analysis, and an estimate of systems RAM based on demonstrated RAM levels. Critical
activities during system demonstration include early operational assessments and successful
developmental test and evaluation (DT&E). The Capability Production Document (CPD) is
approved before the Milestone C acquisition decision. The CPD is the sponsor’s primary means
of providing authoritative, testable capabilities for the Production and Deployment phase of an
acquisition program.

The purpose of the Production and Deployment (PD) phase is to achieve an initial operational
capability (IOC) that satisfies mission needs. The phase begins with the Milestone C decision.
The sequence of activities in this phase are: (1) low-rate initial production (LRIP), which
produces the products for initial operational test and evaluation (IOT&E), (2) the Full Rate
Production Decision Review (FRPDR), (3) full rate production, and (4) deployment. RAM
related criteria for entry into PD include acceptable performance in DT&E and Operational
Assessment (OA), mature software capability, acceptable operational supportability, and
demonstration that the system is affordable through the life cycle. Deficiencies encountered in
testing prior to Milestone C will be resolved before proceeding beyond LRIP and any fixes
verified in follow-on operational test and evaluation (FOT&E). The Director of Operational Test
and Evaluation (DOT&E) determines the number of production or production representative test
articles required for IOT&E and the Live Fire Test and Evaluation (LFT&E). For programs that
are not on the DOT&E oversight list, the service OTA determines the number of test articles.

The purpose of the Operations and Support (O&S) phase is to execute a support program that
meets operational support performance requirements and sustains the system cost effectively
over the total life cycle (full operational capability or FOC). Effective sustainment begins at the
start of the system acquisition process, with the design and development of reliable, available,
and maintainable systems. Program Managers are required to optimize the operational readiness
achieved in this phase through affordable, integrated, embedded diagnostics and prognostics,
embedded training and testing, serialized item management, automatic identification technology,
and iterative technology refreshment.

The user-generated documentation (ICD, CDD, and CPD) provides a continuing and evolving
user influence throughout the acquisition process Figure 2-4 illustrates how the JCIDS
documents support the decision milestones. The ICD supports the Concept Decision; the CDD
supports the Milestone B acquisition decision, and the CPD precedes the Milestone C decision at
the end of the System Development and Demonstration phase. The initial formulation of user
RAM needs and constraints occurs first in the Analysis of Material Approaches (Figure 2-4)
which supports the ICD. During this early definition of capability, the RAM Rationale may
consist of top-level qualitative statements about mission reliability, logistics footprint constraints,
and Total Ownership Cost. The understanding expressed in the RAM Rationale continues to
develop as more is learned about system capability and feasibility through pre-acquisition and
acquisition.
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FIGURE 2-4: Defense Acquisition Management Framework and
Joint Capabilities Integration and Development System

Figure 2-5 illustrates the how the system engineering technical reviews integrate the four key
steps to achieve RAM into the acquisition management framework. The four key steps overlap
each other significantly to emphasize continuing interaction between them. The beginning and
end points of the four key steps are not rigid may vary from program to program.
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Four Key Steps to Achieve RAM
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FIGURE 2-5: The System Engineering Technical Reviews Assess Progress Toward
Achieving RAM
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Chapter 3 Understand and Document User Needs and Constraints

3.1 Introduction

The first priority in an acquisition program is to thoroughly understand what the customer needs
and expects (the customer includes those whom will operate, maintain, and support the capability
being acquired). The user needs should include the wartime and peacetime usage rates, the use
environments, the non-operating duration and conditions, the operational constraints of the
maintenance and supply system, and the logistics footprint. It should identify limitations of the
current capability or system and its support concept, define the current RAM burden®', propose
or document desired changes, identify design constraints (from manpower, training, etc.), and
define expected system stress (environmental, usage, etc.). Potential threats to the capability
should be addressed during this phase of the acquisition life cycle also.

USER NEEDS AND CONSTRAINTS

STEP 1: UNDERSTAND AND COMMUNICATE
ITR__ A ASR SRRA A BR

Step 2: Design and
Redesign for RAM

Step 3: Produce Reliable &
Maintainable Systems

Step 4: Monitor Field
Performance

FIGURE 3-1: Understand and Communicate User Needs and Constraints

The primary objective of understanding and documenting user needs and constraints is
identifying the system/capability requirements. A requirement can be defined as (1) a
characteristic that identifies the performance levels needed to satisfy specific objectives within a
given set of conditions and (2) binding statement in a document or in a contract. There are three
basic types of requirements: functional, performance, and constraint. Functional requirements
identify (1) the necessary task, action, or activity that must be accomplished or (2) what the
system/capability must provide.  Performance requirements characterize how well the
system/capability must perform a function when subjected to expected conditions. Constraint
requirements are subject to the restrictions placed on a system/capability through legislative,
legal, political, policy, procedural, moral, technology or interface conditions. The source of
requirements is the customer (i.e., commissioning agent or prospective purchaser or
system/capability) as well as stakeholders, which can include the acquirer, user, customer,
manufacturer, installer, tester, maintainer, Executive Manager, and Program Manager. User
requirements are often not adequate for design purposes as they are usually stated in non-
technical terms (i.e., needs, wants, desires, and expectations). The user requirements become

2! The purpose of acquisition is for the new capability to improve upon the current capability. Therefore, the RAM
burden can be defined as the penalty that a system pays in terms of operation and support costs, in maintenance
manpower, in downtime, or in the supply chain due to the unreliability, unavailability, or unmaintainability of the
current capability.
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clear, unambiguous, and measurable as they are derived into technical requirements. Technical
requirements balance what is acceptable to the stakeholders versus what is achievable through
the application of technology.

Requirements development/management activities include:

 Eliciting requirements from customers and potential product/service users,
o Validating and prioritizing customer/user requirements,

o Defining requirements in a manner that is executable and verifiable,

o Identifying alternative solutions to achieve requirements,

» Isolating balanced and robust solutions that “best” meet requirements, and
o Verifying implemented solutions satisfy requirements.

A February 20, 2004 Under Secretary of Defense Acquisition, Technology and Logistics (USD
AT&L) memorandum® stated, “All programs responding to a capabilities or requirements
document, regardless of acquisition category, shall apply a robust systems engineering approach
that balances total system performance total ownership costs within the family-of-systems,
systems-of-systems context. Programs shall develop a Systems Engineering Plan (SEP) for
Milestone Decision Authority (MDA) approval in conjunction with each Milestone review and
integrated within the Acquisition Strategy. This plan shall describe the program’s overall
technical approach, including processes, resources, metrics, and applicable performance
incentives. It shall also detail the timing, conduct, and success criteria of technical reviews.”

Systems engineering can be defined as an iterative process of top-down synthesis, development,
and operation of a real-world system that satisfies, in a near optimal manner, the full range of
requirements for the system. Systems engineering can also be characterized as a number of
processes that work together on a set of inputs to achieve the desired output where the desired
output is a system/capability that meets the user’s needs and requirements in a near optimal
manner. Systems engineering must account for the entire life cycle of the system/capability
acquisition. The life cycle functions that systems engineering accounts for are development,
manufacturing/production/construction, deployment (fielding), operation, support, disposal,
training, and verification. Systems engineering ensures that the correct technical tasks are
accomplished during the acquisition process through planning, tracking, and coordinating. Lead
Systems Engineers are responsible for the:

o Development of a total system design solution that balances cost, schedule, performance,
and risk,

o Development and tracking of technical information required for decision making,

» Verification that technical solutions satisfy customer requirements,

o Development of a system that is cost-effective and supportable throughout the life cycle,

o Adoption of the open systems approach to monitor internal and external interface
compatibility for the systems and subsystems,

» Establishment of baselines and configuration control, and

o Proper focus and structure of interdisciplinary teams for system and major subsystem
level design.

2 The USD (AT&L) memorandum will be included in the next revision to DoD Instruction 5000.2.
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3.2 Mission and Goals:

Understanding user needs encompasses determining: (1) how a customer describes RAM: (2) the
conditions of use under which the RAM is expected to be delivered; and (3) the constraints on
what the user can do in the field to achieve RAM. This understanding is typically expressed with
RAM metrics as described in the next four sections. The program management office (PMO)
engineers translate user needs into system level RAM metrics suitable for inclusion in the
development contract.

3.2.1 General Considerations in Developing Metrics

The RAM metrics should be chosen based on the type of system under consideration (i.e., one-
shot systems or repairable systems), the support concept, and the system’s use.

o One-shot systems are expendable systems that only get used once and are then replaced,
for example an automotive air bag is a one-shot system. The reliability may be
characterized by a single probability (e.g., 99.9% reliability when 999 out of 1000 air
bags fired and deployed properly when voltage was applied). Alternative reliability
characteristics might be storage reliability and reliability under conditions before use (i.e.,
vibration conditions of transportation).

o Repairable systems are repaired upon failure. The reliability could be measured in miles
between failure, time between failure, on-demand functioning (i.e., pulled the trigger five
times and fired four times). In these cases the units used to express reliability are
different: per mile, per hour, per demand. Alternatively, reliability could be measured as
the frequency of unscheduled maintenance. In each of these cases, the reliability metric
also could be recast as a probability: the probability of some number of miles without a
failure; the probability of so many hours without a failure; the probability of some
number of trigger pulls without a failure; the probability of some number of weeks
without an unscheduled maintenance action. The dimension of how the failure is
perceived could also be included by restating the reliability metrics as, e.g., the
probability of some number of miles without “indicating and recording” a failure.

The definition of failure might be even more difficult for complex systems where success is not
“all or nothing.” Care must be taken in defining failure to ensure that the failure criteria are
unambiguous. Failure should always be related to a measurable parameter or to a clear
indication. A seized bearing indicates itself (as a failure) clearly, but a leaking seal might or
might not constitute a failure, depending on the leak rate or whether or not the leak can be
rectified by a simple adjustment. Electronic equipment may have modes of failure which do not
affect function in normal operation, but which may do so under other conditions. For example,
the failure of a diode used to block transient voltage spikes may not be apparent during
functional test and will probably not affect normal function. Defects such as changes in
appearance or minor degradation that do not affect function are not usually relevant to reliability.
However, sometimes a perceived degradation is an indication that failure will occur and
therefore such incidents can be classified as failures. It is important to recognize that the
operator cannot observe most electronic equipment functional failures. These failures are
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reported by the Integrated Diagnostic system and as such, will include both real hardware faults
and ‘indicated faults’ that are subsequently classified as false alarms. Engineers working in
design and verification need to recognize that system availability, mission reliability, and the
‘logistic footprint’ are influenced by both equipment reliability and Integrated Diagnostic false
alarms. Similarly, a repair can be complete (returned “good as new”) or incomplete. The main
point to express here is that not all failures encountered in the field are within the control of the
developers or the design itself. System modeling should account for these considerations if
requirements that are contractually bound will be affected by these considerations.

In all cases the nature of the failure mechanism will be important in properly characterizing the
reliability. For example, the reliability of a piece of aircraft avionics could be characterized best
by calendar time to failure, flight hours between failure, on-time between failure, or number of
aircraft landings between failure.

For any product, the key RAM issues, from the user’s perspective, are:

o What measures of operational RAM are important?

o What levels of operational RAM are required?

o How and when will the achievable levels of operational RAM be assessed?

o How will progress toward meeting the required levels of operational RAM be measured?

o How and when will the achieved levels of operational RAM be determined?

e How can the user’s operational RAM requirements be “translated” into contractual
requirements?

The failure mode is a function of the type of system, complexity and technology used,
maintenance concept, and the ease with which the failure mode can be detected. It is critical to
account for all known failure modes in establishing design reliability metrics and goals.
Requirements should be verifiable. User requirements are often tougher than what is really
needed; therefore, it is important to ask, “How were those requirements determined?”

Military commanders must report the status of their forces in terms of readiness. Reliability and
maintainability are two important design parameters, measures of system performance, and
inputs to readiness. The maximum availability that can be achieved is a function of the
reliability and maintainability designed and manufactured into an item as well as other factors.
The next three subsections discuss specific metrics for each of these areas.

3.2.2 Reliability Metrics

Reliability is the probability that an item can perform its intended function(s) without failure for
a specified time under stated conditions. Reliability is a measure of whether or not an item will
function properly when used by typical users in its operating environment. The specification of
reliability, and the design for reliability, requires the identification of the conditions of use and
what constitutes proper functioning (i.e., when is a failure a failure). For some systems that are
repairable, the rate of recurrence of a problem is an important characteristic. For systems or
components that are replaced when they fail, the lifetime of the component is important.
Analysis of recurrence data from repairable systems and analysis of lifetime data for components
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and non-repairable units require different statistical models and methods of analysis. However,
in all cases, reliability should be defined with respect to a well-defined mission and conditions of
use. Reliability is a function of the environment and the stresses it places on a system. The
conditions of use include, but are not limited to, the environment of operation (such things as
temperature, season of the year, operating time, dust, vibration, acoustic environment,
geographic location), maintenance as specified, and operation within the design specifications.
(If users consistently operate a system outside the design specifications (e.g., higher than
designed for speeds), often this operation will lead to reliability problems when the system is in
use.) An operational perspective must be present as early as possible in the design reviews. A
reliability specification requires a description of what constitutes mission success or failure for
the equipment when it is operational. Table 3-1 identifies several popular reliability metrics.

TABLE 3-1: Reliability Parameters

Parameter Description
Failure Rate (1) The total number of failures within an item population, divided by the total time
expended by that population, during a particular measurement interval under stated
conditions.
Hazard Rate Instantaneous failure rate. At any point in the life of an item, the incremental

change in the number of failures per associated incremental change in time.

Mean Time Between Failure
(MTBF)

A basic measure of reliability for repairable items. The average time during which
all parts of the item perform within their specified limits, during a particular
measurement period under stated conditions. (RAC Toolkit)

Mean Time Between
Maintenance (MTBM)

A basic measure of reliability for repairable fielded systems. The average time
between all system maintenance actions. Maintenance actions may be for repair or
preventive purposes. (RAC Toolkit)

An alternative definition: The time (i.e. operating hours, flight hours) between the
need for maintenance actions to restore a system to fully operational condition,
including confirmation that no fault exists (a No Defect maintenance action) This
parameter provides the frequency of the need for maintenance and complements the
labor hour parameter to project maintenance workload. This parameter is also used
to identify unscheduled maintenance (MTBUMA) and Scheduled maintenance
(MTBSMA)

Mean Time Between Repair
(MTBR)

A basic measure of reliability for repairable fielded systems. The average time
between all system maintenance actions requiring removal and replacement or in-
situ repairs of a box or subsystem.

Mean Time Between Critical
Failure (MTBCF)

A measure of system reliability that includes the effects of any fault tolerance that
may exist. The average time between failures that cause a loss of a system function
defined as “critical” by the customer. (RAC Toolkit)

Mean Time Between
Operational Mission Failure
(MTBOMEF)

A measure of operational mission reliability for the system. The average time
between operational mission failures which cause a loss of the system’s “mission”
as defined by the customer. This parameter may include both hardware and

software “failures.”

Mean Time To Failure
(MTTF)

A basic measure of reliability for nonrepairable systems. Average failure free
operating time, during a particular measurement period under stated conditions.

There may in fact be several different ways to view the reliability of a system depending on its
function and complexity. One perspective focuses on the probability that no failure will occur
during a mission that would prevent the system from successfully completing its operational
mission (i.e., MTBOMF), while other perspectives focus on failures that require maintenance
(i.e., MTBR). The first case emphasizes mission capability, and the latter illustrates operational
support. Both measures are important and both are a direct result of how the system and its
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constituent elements were designed, manufactured, and how their maintenance support is
structured.

3.2.2.1 Full Mission Capability, Degraded States, Partial Mission Capability and Failure

Most military systems have multiple missions. Not all of the items that comprise the system are
needed to perform every mission. An aircraft may have an air-to-air offensive mission, an air-to-
ground offensive mission, and a reconnaissance mission. An item may support the air-to-air
mission, whereas it is not needed for the reconnaissance mission. Operational commanders are
usually interested in having equipment that is fully mission capable because it gives them
maximum operational flexibility. Thus from the perspective of achieving reliable, available, and
maintainable equipment the full mission capability is the capability to design for and monitor the
effectiveness of the equipment for all potential operational scenarios. In operational use, failures
may be induced by the act of repairing a failed item, removing and replacing a failed item, or
during preventive maintenance. From the user’s perspective, an induced failure is still a failure.
By understanding the importance of specifically addressing the human element in a system,
designers can minimize induced failures. Again, in the design phase of system, the period in
which the foundation for achieving RAM is being developed, systems that allow or encourage
induced failures are in fact poor designs with respect to RAM. Many tools exist to check that
parts are accessible for repair or replacement and that diagnostics will detect and isolate faults
reliably for quick repair. (For example, connectors that induce noise into electrical circuits, or
make it difficult to seat components properly induce reliability problems and should be dealt
with in the design phase.) Alternatively, a poorly developed BIT design can introduce false BIT
detections (false alarms) that are processed identically to real component failures. To define
reliability in some instances we need to describe what it means to succeed and to fail. The
following identify considerations for developing a definition of failure:

o Not all failures impact the mission, but can impact the operational support, maintenance,
and logistics system.

o Not all failures at lower-levels of indenture cause a mission failure. So a localized failure
may or may not constitute a failure at a higher level. For example, a system may have
redundant components so that a failure of one may not cause a mission failure. A failure
may result in a total loss of function or may just produce a degradation of the function.

o In many cases an event occurs that degrades the performance of an item below some
desirable level, but does not cause total loss of the item’s function. For example, a failure
of some electronic components in early-warning radar may reduce the ability of the radar
to detect objects of a given size. The radar is still operating, but in a degraded or less
effective mode. Has the radar failed? In another case, a function may be distributed
among two or more “black boxes.” It is possible that when a failure occurs to one box,
computers can reroute signals to allow the function to continue to be performed albeit at a
degraded level.

In each of the preceding examples, the function continues to be performed by the system, but the
ability of the system to perform the function has degraded. The question is, of course, whether
or not degraded performance constitutes a failure. The answer will vary depending on the
mission, the function, system-specific requirements, and user-specific requirements. The
definition should be clear and it should be specific, otherwise there is a real danger that the
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equipment developed will not truly satisfy the needs of the user. The definition should also be
specific regarding false alarms since they can impact the user the same way actual failures do,
and often the user cannot determine whether the indicated failure is a true failure or a false alarm.

3.2.2.2 Reliability Related to Operational Support

All indicated and recorded failures, even those that do not affect successful completion of the
mission, eventually result in some corrective action. Corrective action often includes some level
of repair or inspection to mitigate the failure. Logistics reliability (sometimes called basic
reliability) deals with all failures. Repair (called corrective maintenance), in this case, can
consist of removal and replacement, in-place repair, or some combination thereof for the failed
item. The cost of high failure rates can be:

e  The need for more spares,

o  The need for additional maintenance personnel,

e  More system downtime,

o Larger logistics footprint,

o Decreased readiness to perform missions or increased force size, and
« Higher life cycle cost.

The need for corrective action on poor reliability or BIT false alarms.

A logistics reliability specification requires a good definition of the use profile, similar to
mission reliability. The use profile addresses peak or wartime usage rates, peacetime rates and
conditions, as well as non-operating times and conditions. In addition to determining the
maintenance needed to address failures, the reliability characteristics of a design also help
determine the preventive maintenance that should be performed. Using an approach called
Reliability-Centered Maintenance, candidates are identified for preventive maintenance. Factors
such as safety and economics then are used to select which candidates to include in an initial
preventive maintenance plan. This plan is then updated, ideally, throughout the operating life of
the system with the aid of life data collected from the deployed systems.

3.2.3 Maintainability Metrics

Chapter 1 defined maintainability as the probability that an item can be retained in, or restored
to, a specified condition in a given time when maintenance is performed by personnel having
specified skill levels, using prescribed procedures and resources, at each prescribed level of
maintenance and repair.

Many different parameters are used for maintainability. They include quantitative measures such
as mean time to repair (MTTR), max time to repair (Mmax), and maintenance ratio (MR). Table
3-1 lists some of these quantitative measures that are mainly concerned with time.
Maintainability also is a function of finding failures therefore diagnostics is important and is
characterized with metrics such as built-in-test (BIT) effectiveness, fault detection, isolation and
false alarm rates. Some programs have found a more recent metric, mean operating hours
between false alarm (MOHBFA), to be more meaningful than the classic false alarm rate.
Maintainability is also concerned with economical considerations and ease of maintenance. The
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ease of maintenance is indirectly indicated, or measured, by accessibility, accuracy of
diagnostics, level of standardization, and human factors-related considerations. Features of the
design, such as the level and accuracy of embedded diagnostics instrumentation and prognostics,

can increase the maintainability of the system.

Some of the more commonly used

maintainability metrics are identified in Table 3-2.

TABLE 3-2: Quantitative Measures of Maintainability

Parameter

Description

Mean Time to Repair (MTTR).
Also called Mean Corrective

Maintenance Time (M )

For a sample of repair actions, a composite value representing the arithmetic
average of the maintenance cycle times for the individual actions.

Maximum Active Corrective
Maintenance Time (Mn.x)

That value of maintenance downtime below which one can expect a specified
percent of all corrective maintenance actions to be completed. Must be stated at
a given percentile point, usually the 90™ or 95®. Primarily related to the
lognormal distribution.

Mean Preventive Maintenance
Time (M )

A composite value representing the arithmetic average of the maintenance cycle
times for the individual preventive maintenance actions (periodic inspection,
calibration, scheduled replacement, etc.) for a system.

Median Active Corrective
Maintenance Time (M)

That value of corrective maintenance time that divides all downtime values for
corrective maintenance such that 50% are equal to or less than the median and
50% are equal to or greater than the median.

Mean Active Maintenance Time

The mean or average elapsed time needed to perform maintenance (preventive

(ﬁ ) and corrective), excluding logistic and administrative delays.
Mean Time to Restore System | For highly redundant systems, the mean or average time needed to switch to a
(MTTRS) redundant backup unit.
Mean Downtime (MDT) The mean or average time that a system is not operational due to repair or

preventive maintenance. Includes logistics and administrative delays.

Maintenance Labor Hours per
Hour or per Cycle, per Action or
per time period, e.g. Month

A labor hour factor based on operating or calendar time, maintenance actions, or
operating cycles.

Maintenance Ratio (MR)

A measure of the total maintenance labor burden required to maintain an item.
It is expressed as the cumulative number of labor hours of maintenance
expended in direct labor during a given period divided by the cumulative
number of life units during the same period.

Percent BIT Fault Detection

The ratio of the number of faults detected by the system BIT to the total number

(Pfd) of faults experienced by the system, expressed as a percent.
Percent BIT Fault Isolation The ratio of detected faults that was unambiguously isolated to a single
(Pf1) replaceable unit or other rule identified in the procurement specification (i.e. to
a group of 3 or less replaceable units).
Percent False Alarms The ratio of detected (indicated) failures to the total indicated failures plus
(Pfa) verified failures, expressed as a percent.. For both DT and OT communities, this
parameter has now been replaced by MOHBFA
Mean Operating Hours between | The mean or average time (i.e. operating hours, flight hours) between indicated
False Alarm (detected) faults where no fault could be confirmed. (e.g. False alarm)
(MOHBFA)

3.2.4 Availability Metrics

Chapter 1 stated that availability is a measure of the degree to which an item is in an operable
state and can be committed at the start of a mission when the mission is called for at an unknown
(random) point in time. Simply, availability is the probability that the system will be able to
perform its mission profile (or some part of it) when required. Availability is primarily a
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function of how often failures occur or corrective/preventive maintenance is required
(reliability), and then how quickly indicated or recorded failures can be confirmed and repaired
or preventive maintenance performed (maintainability). Factors such as the logistics and
maintenance support can also affect availability, but these aspects are outside the intended scope
of this guide, therefore for further reference on the effects of logistics and maintenance support
consult:

« Department of Defense Handbook: Acquisition Logistics, MIL-HDBK-502, USAMC
Logistics Support Activity, May 30, 1997.

« Designing and Assessing Supportability in DoD Weapon Systems: A Guide to
Increased Reliability and Reduced Logistics Footprint, Prepared by the Office of
Secretary of Defense, February 12, 2003.

More specific ways of defining availability can depend on the nature of the system:

o The probability that a system is in an operable state at an arbitrary point in time.
o The proportion of time that a system is in an operable state.
o For aircraft, sortie generation rate can be used.

As with reliability, availability requires a description of how the item is to be used. This
description includes how often the item will be operated, maintenance policy, maintenance
concept, and adequacy and responsiveness of the supply system. Availability is one of the most
widely used parameters in system acquisition and also one of the most difficult to understand
because of the many factors involved in measuring it. Availability is affected by how often a
system becomes unusable and how long it takes to restore it to service. A system that never
experiences any failures or requires any preventive maintenance would always be available for
use; regardless of how long any maintenance action might take. Conversely, if corrective or
preventive maintenance could be performed in zero time, the system would always be available
for use (although mission reliability might not be acceptable). In either case, availability would
be a perfect 100%. In practice, the availability of systems is never perfect because failures do
occur and it always takes a finite (non-zero) amount of time to make repairs or to prevent them.

If an ideal support system, with infinite spares and maintenance personnel, could be developed,
then availability would be a function only of the number of failure repair actions in a given time
interval and the time it took to make repairs or remove and replace a failed item, and the time
required for preventive maintenance actions. That is, it would solely depend on the levels of
reliability and maintainability inherent to the system.

Since the support system is never ideal, other factors affect the availability of systems in
operational use. These factors include the availability of spare and repair parts, tools, support
equipment, and maintenance personnel; the skill and knowledge of maintenance personnel; and
the throughput capacity of repair facilities. Nevertheless, need for repair and time to repair,
reliability and maintainability are key design factors that determine the maximum level of
availability that a system can achieve.

For non-repairable or one-shot systems availability is often measured in terms of operational
readiness since maintainability measurements are not applicable. Operational readiness is the
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probability that the system is either available at the beginning of the mission or can be brought to
operationally ready state by the beginning of the mission within a prescribed period of time.

3.2.4.1 Elements and Measures of Availability

As already discussed, many elements determine the level of availability. Depending on what
elements are being considered, different methods for measuring availability are used. The basic
elements that determine availability can be divided into three categories: failures, maintenance,

and resources. Table 3-3 describes these three categories.

TABLE 3-3: Categories of Elements Determining Availability

Category Description

Mission and non-mission failures that require repair. The lower limit on the number of failures
is determined by the inherent level of reliability deigned and built into the system. However,
poor manufacturing, inadequate maintenance, operations in conditions beyond those specified
S for the design, and “acts of God” can increase the number.

Reliability

In addition to determining a lower bound on failures, the reliability characteristics of an item
should be considered in determining the number and types of preventive maintenance actions
that are either required or are economically desirable.

Maintenance actions include both corrective maintenance (i.e., repairs as a result of failures)
and preventive maintenance. The time required for and inherent ease and economy with which
a maintenance action can be performed is a direct function of how well maintainability was
Maintainability | considered in design.

and Maintenance
The length of time required for a given maintenance action is also affected by the skill of the
maintenance personnel, the maintenance policy and concept, and effectiveness of maintenance
manuals and procedures.

Resources include the number of maintenance personnel available as well as the number and

Resources oy . . .
v availability of spare and repair parts, support equipment, repair manuals, tools, etc.

3.2.4.2 Inherent Availability

When only the effect of design on availability is being considered, then Inherent Availability, or
A, is the appropriate measure. The equation usually associated with A; is given in Table 3-4.
This equation is called the steady-state equation for inherent availability. The steady-state
equation is only appropriate over long periods of time, when the system reaches steady state.
When considering a short duration, such as a warfighter’s three or seven day mission, the
inherent availability equation will not be applicable as steady state is not likely to be achieved.
Thus inherent availability should be calculated using simulation for this example.

3.2.4.3 Operational Availability

When the effects of design and the support system on availability are being considered, then
Operational Availability, or A,, is the appropriate measure. The equation usually associated with
A, is given in Table 3-4. This equation is called the steady-state equation for operational
availability. The steady-state equation is only appropriate over long periods of time, when the
system reaches steady state. When considering a short duration, such as a warfighter’s three or
seven day mission, then availability will most likely not achieve steady state. Therefore, it
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would be inappropriate to use this closed form equation for operational availability. Simulation
should be used to calculate operational availability for this example.

TABLE 3-4: Comparing Inherent and Operational Availability

Equation
Measure (Steady-state) Factors
MTBEF is the mean time between failures. MTTR is the mean time to
repair and is a function of maintainability. It includes:
_ MTBF o Diagnostic time (time to detect and isolate failure)
Inherent i MTBF + MTTR | * Time to repair (in-place repair or removal and replacement of the
failed item)
e Time required to validate the repair (e.g., functional check)
MTBM is the mean time between maintenance. MTBM includes all
maintenance actions, including repairing design/manufacturing failures
and maintenance-induced failures, performing preventive maintenance,
and other actions (e.g., remove an item to facilitate other maintenance).
MDT is the mean downtime and includes the time:
e For platform preparation (connecting safety devices, external
MTBM power, air conditioning, support equipment etc.) to conduct
Operational L= malnter}ance. . . .
MTBM + MDT | » For maintenance instruction consultation
e During which maintenance is being performed
e During which a maintenance action is awaiting parts, personnel, or
equipment
o Diagnostic time (time to detect and isolate failure)
e To repair (in-place repair or removal and replacement of the failed
item)
e Required to validate the repair (e.g., functional check)
e Due to administrative and other logistics delays

Availability i1s measured in terms of uptime and downtime. After a system is developed and is
put in test or in field use, the number of hours that the system is “up” (i.e., capable of performing
all required functions) and the total number of hours that it was supposed to be up in any given
calendar interval can be measured. The operational availability can then be measured by
dividing the time the system was up by the total time it was supposed to be up.

Operational availability can be described by the following equation:

_ Uptime
® " Total Time

o Uptime is the time during which the system was capable of performing all required
functions in a given calendar interval.

o Total Time is the total time during which the system was supposed to be up during a
given calendar interval. (Total Time = Uptime + Downtime)

o In practice Downtime has at least two components. The first component is the time
waiting for spare parts to arrive via the supply chain, called logistic down time. The
second component is the time to repair, which may consist of maintenance time (i.e.,
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MTTR), and in addition, any time that is spen